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Abstract—The increasing integration of Internet of Things
(IoT) networks in various sectors has intensified the need for
advanced security mechanisms to mitigate vulnerabilities. Among
these, critical node detection has emerged as a key strategy
to improve network resilience. In this paper, we introduce a
distributed algorithm to address the Component-Cardinality-
Constrained Critical Node Problem (3C-CNP) in IoT networks,
a variant of the widely studied Critical Node Detection Problem
(CNDP). The 3C-CNP involves identifying the minimal subset of
nodes whose removal results in the fragmentation of the network
into connected components, each containing no more than a
specified number of nodes. To the best of our knowledge, this
is the first distributed solution proposed for this variant. We
provide a detailed description of the algorithm and analyze its
computational complexity. Furthermore, we validate its perfor-
mance through extensive simulations using CupCarbon, a widely
recognized tool for designing and simulating IoT networks.

Index Terms—Critical nodes, Network connectivity, IoT net-
works, Distributed computation, CupCarbon IoT simulator.

I. INTRODUCTION

AN IoT network is a collection of nodes, each represent-
ing a distinct device or entity equipped with sensors,

actuators, and computing capabilities. It is used for different
purposes in healthcare, smart homes, smart cities, industrial
automation, and entertainment. The communication link be-
tween nodes is provided by various types of communication
network, including wireless sensor networks, ZigBee, Wi-
Fi, mobile ad hoc networks, etc. However, one of the main
requirements in all kinds of networks is reliable commu-
nication. In a wireless network, losing some special nodes
can significantly degrade the network’s performance, such as
network connectivity. Generally, these nodes, known as critical
nodes, have numerous adverse effects on the network, and
detecting them is a challenging problem.

In graphs or networks, the CNDP seeks to determine a
subset of nodes whose removal allows maximally destroy the
network connectivity regarding certain predefined metric. The
formal definition of the CNDP is usually given as follows:
the problem takes as input a graph G = (V,E) and a
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the Université de Bejaia, Faculté des Sciences Exactes, Laboratoire LIMED,
06000, Bejaia, Algeria (e-mail: zoubeyr.farah@univbejaia.dz).

Digital Object Identifier (DOI): 10.24138/jcomss-2024-0125

predefined connectivity metric denoted by σ, and returns as
output a set of nodes S ⊆ V whose removal optimizes an
objective function denoted by f(σ). This problem finds its
applications in several fields, including social network analysis
[1], [2], network immunization [3], transportation engineering
[4], [5], telecommunications [6], military strategic planning
[7], IoT networks analysis [8], [57], network security [9],
[10], and many others. In terms of network analysis, the
determination of the critical node has a direct meaning in
network security. Therefore, CNDP has attracted a lot of
attention in recent years, and many connectivity metrics and
variants of this problem have been defined and studied in
the literature. These variants depend on how the network is
disconnected once the nodes have been removed, including:
the Critical Node Problem (CNP) [11], [12], the problem of
Maximizing the Number of connected components(MaxNum)
[13], [14], the problem of Minimizing the Maximal Com-
ponent size(MinMaxC) [15], [16], the β−vertex disruptor
problem [17], [18], the Component-Cardinality-Constrained
Critical Node Problem (3C-CNP) [19], [20], etc. However, it
is well-known that most variants of the CNDP are NP-hard,
even when restricted to particular classes of graphs.

Historically, CNDP originates from the work of Borgatti et
al. [1], where the authors proposed several methods and met-
rics to identify the most important nodes in a network, known
as key players. Building on this foundation, Arulselvan et al.
[2] focused on the pairwise connectivity metric and formally
defined the critical node problem as the task of identifying a set
of nodes whose removal minimizes pairwise connectivity (or
path survivability) in the network. They demonstrated the NP-
completeness of the recognition version of CNDP on general
graphs, developed a linear programming model to solve the
problem effectively, and proposed a greedy algorithm that
outperformed other methods on randomly generated instances.
Subsequently, Di-Summa et al. [12] presented complexity
results and developed algorithms for various versions of the
CNDP on trees, incorporating edge costs and node weights.
They demonstrated that the CNDP on trees remains NP-
complete when general connection costs are specified. How-
ever, for instances with unit connection costs, they proposed a
polynomial-time algorithm based on a dynamic programming
approach. Likewise, Addis et al. [21] demonstrated the NP-
completeness of the CNDP for several classes of graphs,
including split graphs, bipartite graphs, and complement bi-
partite graphs. In contrast, they presented a polynomial-time
algorithm for identifying critical nodes in graphs with a
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bounded treewidth. The NP-completeness of the critical node
problem was also established for Unit-Disk graphs and Power-
Law graphs by Shen et al. [22]. Additionally, the authors
proposed effective greedy algorithms to identify both critical
nodes and links, with the results being applied to assess
network vulnerability. Guettiche and Kheddouci [5] focused
on the critical nodes and links problem, using the shortest
path metric. They proposed algorithms designed to assess
the reliability of transportation networks, further extending
the applicability of CNDP methodologies in infrastructure
analysis. Shen et al. [14] investigated new variants of the
CNDP based on two distinct metrics: maximizing the number
of connected components and minimizing the size of the
largest component. They proposed polynomial-time algorithms
for solving these variants on series-parallel graphs, k−hole
graphs, and trees. Similarly, Lalou et al. [20] studied the
critical node problem with respect to bounding the size of the
largest connected component and introduced a new variant,
termed the Component-Cardinality-Constrained Critical Node
Problem (3C-CNP). For a comprehensive overview of CNDP
variants and their applications, readers are encouraged to
refer to the survey by Lalou et al. [23]. Recently, several
research works have been published, like Hosteins et al. [24],
which needed that critical nodes set to be connected, whereas
Di-Summa and Faruk [25] has initiate the hybrid problem
of Critical node/edge detection problems, which seeks to
determine a set of nodes and/or edges of given cardinality,
whose removal maximally destroyed the network connectivity
throw connected pairwise minimizing. More recently, another
survey on critical node detection with their applications and
challenges is performed in 2023 [26].

In the realm of IoT networks, identifying critical nodes is
a fundamental step for enhancing the reliability and resilience
of communication systems. This recognition serves as the
foundation for various studies addressing the CNDP. For
instance, in [27], the authors examined the CNDP to strengthen
network defense in MANET-IoT networks. They proposed a
method termed Dynamic Critical Node Identification (DCNI)
to identify critical nodes. The complexity of the proposed
DCNI is approximately O(m ∗ n2), where n is the number
of nodes and m represents the number of links in the net-
work. In [28], the authors investigate the CNDP in Industrial
Wireless Sensor and IoT networks. They proposed a two-phase
algorithm: Phase I employs a distributed approach for critical
node detection (Algorithm 1), while Phase II enhances node
resilience through a centralized approach (Algorithm 2). The
proposed algorithms require O(log(n)) time for convergence
and O(δ(logn)) for Critical Node detection, n represents the
number of IoT devices, and δ is the cost required to forward
the message. Recently, Ishfaq et al. [29] have addressed the
CNDP in an IoT network. They developed an efficient and
minimalistic integer linear programming solution, designed
to optimize the cost of an attack on the network. Their
experimental results demonstrate that this approach is both fast
and scalable, suitable for large-scale infrastructure systems.
The solution achieves one of two objectives: maximizing
the damage caused to the network within a fixed budget or
minimizing the cost of an attack that causes a desired amount

of damage. Ugurlu et al. [8] present a survey on critical node
detection methods in IoT along with their applications and
challenges.

Consider the 3C-CNP variant of CNDP. Numerous central-
ized algorithms have been proposed in the literature to address
this variant in both general graphs and specific graph classes
(see, for example, [31], [19], [17], [32] and the references
therein). These approaches encompass integer programming
formulations, branch-and-cut algorithms, approximation meth-
ods, and evolutionary algorithms. Although these approaches
offer reasonable computational complexity, their applicability
to unreliable platforms, such as wireless sensor networks
(WSNs) and IoT networks, remains limited. Moreover, they
are not well-suited for modern distributed systems and sim-
ulation frameworks such as NS-3, Cooja, Tossim, Riverbed,
and CupCarbon. In particular, CupCarbon is recognized as a
highly efficient tool for analyzing IoT networks from a graph-
theoretic perspective [58].

On the other hand, tree structures offer compelling advan-
tages for IoT networks, including enhanced energy efficiency,
scalability, ease of management, fault tolerance, and improved
data handling capabilities. These attributes make tree topolo-
gies a preferred choice for many IoT applications, ensuring
both reliable and efficient network performance.

In this paper, we address the 3C-CNP, a variant of the
CNDP within such networks. We propose a Distributed Al-
gorithm for the Component-Cardinality-Constrained Critical
Node Problem (DA3C-CNP) specifically designed to identify
critical nodes in tree-structured IoT networks. In our pro-
posed approach, execution begins with the leaf nodes, which
broadcast messages to their respective parent nodes. Each
parent node aggregates the received messages and compares
the sum against a predefined upper bound. If the sum exceeds
this threshold, the parent node is marked as a critical node;
otherwise, it forwards the accumulated sum to its parent in
the hierarchy. This process continues iteratively, propagat-
ing the information upward until it reaches the root of the
tree. Our proposed algorithm is designed to function in both
anonymous (identifier-free) and non-anonymous IoT networks.
It guarantees convergence within ∆ − 1 iterations per node
and requires the exchange of only n messages, ensuring high
communication efficiency.

The main contributions of this work are as follows:
1) We propose the first distributed algorithm designed

specifically for solving the 3C-CNP, a variant of the
widely recognized CNDP.

2) We conduct a detailed complexity analysis of the pro-
posed algorithm and compare its performance with other
centralized approaches addressing the same variant of
the problem.

3) To demonstrate the practical applicability of the pro-
posed algorithm, we adapt it to an IoT network context
and evaluate its effectiveness in a representative scenario
using the CupCarbon simulator.

The remainder of the paper is structured as follows. Section
II provides the definition of the 3C-CNP variant and discusses
its related work. In Section III, we present the proposed
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distributed algorithm, DA3C-CNP, including a detailed de-
scription of the variables and primitive functions used, fol-
lowed by an explanation of the algorithm’s execution process.
Section IV presents the experimental setup and simulation
results, highlighting the performance of the algorithm using
the CupCarbon IoT simulator. Finally, Section V concludes
the paper and outlines potential directions for future research.

II. PROBLEM STATEMENT AND RELATED WORKS

This section provides an overview of the 3C-CNP and
its relevance to IoT networks. We also review the existing
literature on this variant of the CNDP, highlighting various
approaches, algorithms, and their applicability to different
network structures.

A. Problem definition

Let G = (V,E) be an unweighted connected graph rep-
resenting a network, where V is the set of n nodes and
E ⊆ V ∗ V is the set of m edges. Given a subset of nodes
S ⊆ V , let G[S] and G[V − S] denote the subgraphs of G
induced by S and V − S, respectively.

The 3C-CNP seeks to find the minimal subset of nodes
within a graph G, whose deletion results in a set of connected
components, each possessing a cardinality not exceeding a
specified integer bound B. A formal definition of 3C-CNP is
as follows:
Component-Cardinality-Constrained Critical Node Problem
(3C-CNP)

Input: A graph G(V,E) and an integer B.
Output: A minimum set of nodes S ⊆ V , such that |h| ≤ B
for each subset of connected nodes h ∈ G[V − S].

In Figure. 1, we give an example of a graph G = (V,E)
with ten nodes and an integer bound B = 3. The set of critical
nodes S = {1, 4, 5}, and the number of connected components
is 3. In Figure. 1a, the shaded nodes represent a set of critical
nodes. Figure. 2 displays an example of a tree T = (V,E)
with 13 nodes. In Figure. 2a, the shaded nodes represent a set
of critical nodes.

B. Applications

The 3C-CNP has become a significant research focus due
to its wide range of applications across various disciplines,
including social network analysis, biology, communication
networks, and network reliability. In this subsection, we
present the most important applications considered in the
literature, as illustrated in Figure 3.

1) Social network analysis: Analyzing a social network
often involves detecting communities within the network
structure [36], [38]. For instance, if a threshold is
specified for community size, one can identify network
communities accordingly. This is particularly relevant
for terrorist networks, where the sizes of terrorist groups
(or communities) may be known. In such scenarios, crit-
ical nodes are those that connect different communities.
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Fig. 3. Examples of 3C-CNP applications

Thus, solving the 3C-CNP can be used to identify these
terrorist groups.

2) Computational biology: Biological organisms, which
consist of interconnected proteins that interact to form
a protein interaction network, can be represented by a
graph in which the nodes are proteins and the edges rep-
resent the interactions between them. The application of
3C-CNP can be used to identify the minimal number of
proteins whose destruction would neutralize the harmful
organism[39].

3) Immunization: In the event of undesirable occurrences,
such as viruses spreading in networks, epidemics, or
the propagation of malware, 3C-CNP helps identify
individuals (or devices) whose immunization can stop
the spread of the epidemic. Additionally, it helps locate
the source of the diffusion [40], [41]

4) Network reliability: Ensuring the security of network
applications against malicious behavior is a fundamental
design consideration. The application of the 3C-CNP can
contribute to improved network security by providing a
metric for network vulnerability. Specifically, the 3C-
CNP assesses vulnerability based on the principle that
a network requiring the removal of more critical nodes
for partitioning is considered less vulnerable. In contrast,
the fewer nodes that need to be removed, the more easily
the network can be compromised[20], [35].

C. Related Works

In the introduction, we presented a comprehensive overview
of the research related to CNDP in general. In this subsection,
we provide a detailed examination of the studies and method-
ologies that specifically address the 3C-CNP variant.

3C-CNP is a variant of the Cardinality-Constrained Critical
Node Problem (CC-CNP), introduced by Arulselvan et al. in
2011 [30], for identifying critical nodes in telecommunication
networks. Their work focuses on minimizing the number of
vertices whose removal results in disconnected components,
constrained by a predefined cardinality. They also proved that
the CC-CNP is NP-complete on general graphs. Subsequently,
Lalou et al. [20] expanded on this concept by introducing and
analyzing a new variant of the problem, referred to as 3C-
CNP. In this variant, the objective is to identify a minimal
set of nodes whose removal ensures that the order of each
connected component in the resulting graph remains within a
specified bound. they demonstrated the NP-completeness of

the recognition version of the problem for general graphs, and
even when restricted to bounded-degree graphs of maximum
degree ∆ = 4.

Several centralized approaches for solving the 3C-CNP on
general graphs have been proposed in the literature, including
greedy approaches [19], [6], [31], integer programming [19],
[32], evolutionary algorithms [19], [17], [33], and approxima-
tion methods [32], [34]. Considering specific classes of graphs,
the 3C-CNP is NP-complete on split graphs and on trees when
nodes and connections have nonnegative weights and costs,
respectively [20], [35]. The authors of [20] studied the 3C-
CNP problem on proper interval graphs and trees. For proper
interval graphs, they proposed a polynomial-time algorithm
with a time complexity of O(n2). For trees, they presented an
algorithm with a time complexity of O(n) for unweighted trees
and O(n2) for weighted trees. The authors of [36] developed
a dynamic programming algorithm for solving the 3C-CNP in
polynomial time and space on bipartite permutation graphs.
The complexity of their algorithm is O(nB2). Recently, in
[37], the authors presented a polynomial-time algorithm for
solving the 3C-CNP on chordal graphs with a maximum
node degree of ∆ = 3. The proposed algorithm efficiently
computes an exact solution with a time complexity of O(n2).
In this paper, we propose a distributed algorithm with a time
complexity of O(n− l), where l represents the number of leaf
nodes, as detailed in Section III-D.

Table I summarizes the most significant approaches to
solving the 3C-CNP problem.

TABLE I
SUMMARY OF THE ALGORITHMIC SOLUTIONS FOR THE 3C-CNP

Citation/ Topology Complexity Solution Complexity
Year class

[30] (2011) Arbitrary NP-complete Centralized O(n2 + nm)
[20] (2016) Arbitrary NP-complete / /

with ∆ ≤ 4
[20] (2016) Trees Linear Centralized O(n)
[20] (2016) Weighted Polynomial Centralized O(n2)

trees
[20] (2016) Proper Polynomial Centralized O(n2)

interval
[36] (2019) Bipartite Polynomial Centralized O(nB2)

permutation
[35] (2023) Split Polynomial / /
[37] (2024) Chordal Polynomial Centralized O(n2)
Proposed Tree linear Distributed O(n− l)

To the best of our knowledge, there are currently no
distributed algorithms available for solving 3C-CNP in general
or specific graph classes, and no existing studies have applied
the 3C-CNP to IoT networks.

III. A DISTRIBUTED ALGORITHM FOR 3C-CNP

In this section, we present the proposed algorithm DA3C-
CNP (Distributed Algorithm for the Component-Cardinality-
Constrained Critical Node Problem on trees). Before delving
into the details of DA3C-CNP, we introduce the variables
and functions employed within the algorithm. Subsequently, a
detailed description of the algorithm’s operation is provided.
Finally, we present an illustrative example of its operation.
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A. Variables and Primitive Functions

All the main variables and primitive functions used by our
algorithm are described in Tables II and III, respectively.

TABLE II
DA3C-CNP VARIABLES DESCRIPTION

Variable Description

d Degree of a node
Critical Boolean variable indicating whether a node is critical
S Cumulative sum of message values received by a node
NR Number of messages received by a node from its neighboring

nodes

TABLE III
DA3C-CNP PRIMITIVE FUNCTIONS

Function Definition

send(m, ∗) Broadcasts the message m
read() waits for receipt of messages. This function is blocking

if there is no received message any more, it remains
blocked in this instruction

read(wt) waits for receipt of messages. If there is no received
message after wt milliseconds then the execution will
continue and go to the next instruction

getNNeig() returns the number of neighbors of a node
stop() stops the algorithm

B. Description of DA3C-CNP

In this subsection, we provide the pseudocode for DA3C-
CNP and explain its execution process in detail. An instance

Algorithm 1: DA3C-CNP
Data: B < n

2
Result: Critical

1 begin
2 Critical← false;
3 S ← 1;
4 NR← 1;
5 d← getNNeig();
6 if (d == 1) then
7 send(1, ∗);
8 stop();
9 else

10 while (true) do
11 M ← read();
12 S ← S +M ;
13 NR← SR+ 1;
14 if (S > B) then
15 Critical← true;
16 send(0, ∗);
17 stop();
18 else
19 if (NR == d) then
20 send(S, ∗);
21 stop();

of DA3C-CNP is executed by each node in the network. It

operates by taking the upper bound value B as input and
producing, for each node, a Boolean output for the variable
Critical. The algorithm’s flowchart is shown in Figure 4.
Initially, the DA3C-CNP sets Critical to false for each node,
initializes the variable S to 1, and the value of NR (number
of received messages) to 1. The degree of the current node
is determined using the function getNNeig(). The execution
begins with leaf nodes, which immediately broadcast a mes-
sage with value 1 and then terminate their execution. Non-
leaf nodes, on the other hand, continue to receive messages
from their neighbors. Each time a message is received, the
node increments the value of NR and adds the received
message values to S. At any point during execution, if the
cumulative sum S at a node exceeds the upper bound B,
that node is marked as part of the critical nodes set, sets its
Critical variable to true, broadcasts a message with value 0,
and halts execution. If S remains less than or equal to B, the
node waits until all messages from its neighbors are received
before proceeding to broadcast its updated S value. This
ensures that nodes accurately process the contributions from
all neighboring nodes before determining their final status.

Start

Critical = false; S = 1; NR = 1

d = getNNeig()

d == 1? send(1,*)

M = read()

S = S + M; NR = NR + 1

S > B? Critical = true; send( 0,*)

NR == d? send(S,*)

Stop

yes

no

yes

no
yes

no

Fig. 4. DA3C-CNP FlowChart

C. Illustrated Example

To illustrate the operation of DA3C-CNP, we apply it to
the tree network depicted in Figure 5a. The execution result is
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Fig. 5. Illustration of 3C-CNP on a tree IoT network with B = 3

illustrated in Figure 5f. In this example, DA3C-CNP operates
in five steps: Initially, the leaf nodes (4, 5, 8, and 9) broadcast a
message with a value of 0 to their respective parent nodes and
terminate the execution of their programs (as shown in Figure
5b). Subsequently, non-leaf node 3 receives two messages,
each with a value of 1, from nodes 4 and 5. It sums the
received values, yielding S = 3. Since the sum is not greater
than the upper bound (B = 3), node 3 broadcasts a message
with a value of 3 (as illustrated in Figure 5c). Similarly, non-
leaf node 7 receives two messages with a value of 1 from
nodes 8 and 9, respectively, and sums them to S = 3. As
the sum is not greater than 3 (B = 3), node 7 broadcasts
a message with a value of 3 (see Figure 5c). Next, nodes 6
and 2 each receive two messages, both with a value of 3.
They update their internal variable S, and since the updated
values exceed the upper bound B, both nodes 2 and 6 are
marked as critical. They broadcast messages with a value of 0
and terminate the execution of their programs (as depicted in
Figure 5d). Finally, node 1 receives two messages, each with
a value of 0, from nodes 2 and 6. It increments its variable
S and halts the execution of its program (see Figure 5e).In
summary, the execution of DA3C-CNP on the given network
proceeds in five steps, as demonstrated by the progression in
Figures 5a through 5f.

D. Complexity

In this subsection, we analyze the complexity of the
DA3C-CNP algorithm, focusing on two key metrics: the
number of iterations required for execution and the number
of messages exchanged during its operation. We establish
three main propositions and their corresponding proofs.

Proposition 1. The DA3C-CNP algorithm identifies a minimal
set of critical nodes in a tree-structured IoT network after
(∆− 1) iterations per node.

Proof. Consider an IoT network modeled as an undirected
connected graph G = (V,E) representing a tree, where V
is the set of n nodes and E is the set of m edges. Each node
v ∈ V has a degree d(v), satisfying 1 ≤ d(v) ≤ ∆, where ∆
is the maximum degree of the graph.

The execution of the DA3C-CNP algorithm begins with the
leaf nodes, i.e., nodes with degree d(v) = 1. Each leaf node
performs a single iteration, during which it sends a message
of value 1 to its parent node and then terminates. Thus, leaf
nodes require exactly one iteration.

For non-leaf nodes, the execution process is as follows: 1.
1) A non-leaf node waits to receive messages from all

its neighbors except its parent node. Upon receiving
a message, it increments its message count (NR) and
updates its cumulative sum (S) based on the values of
the received messages.

2) If at any point the cumulative sum S exceeds the given
bound B, the node is identified as a critical node. It
broadcasts a message with value 0 and terminates its
execution.

3) If S ≤ B, the node waits until it has received messages
from all its neighbors (excluding the parent). Once all
messages are received, it sends its cumulative sum S to
its parent node and terminates.

In the worst case, each non-leaf node waits for messages from
all its child nodes in the tree. Since a node can have at most
∆ − 1 child nodes (excluding the parent node in the tree
structure), the maximum number of iterations required for a
non-leaf node to complete its execution is ∆− 1.

Given the hierarchical nature of tree structures, the exe-
cution propagates level by level from leaf nodes to the root
node. Thus, the total number of iterations required for the
DA3C-CNP algorithm to identify all critical nodes in the tree
is bounded by ∆− 1, ∆ is the maximum degree of any node
in the tree.

Proposition 2. In an IoT network, the DA3C-CNP algorithm
finds a minimal set of critical nodes using a total of n
messages.

Proof. Let the IoT network be represented as a connected tree
graph G = (V,E), where V is the set of n nodes and E is the
set of edges. Each node v ∈ V can send at most one message
during its execution in the DA3C-CNP algorithm. The proof
proceeds as follows:

The tree structure ensures that there are exactly l non-leaf
nodes (including the root), and n− l leaf nodes. 1.
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1) Leaf nodes, by definition, have a degree of 1. During the
execution of the DA3C-CNP algorithm, each leaf node
broadcasts a single message to its parent node in the
tree structure before terminating execution. Therefore,
the total number of messages sent by the leaf nodes is
l, where l denotes the number of leaf nodes.

2) Non-leaf nodes wait to receive messages from all their
child nodes before taking action. Each non-leaf node
then aggregates the received information into a single
message, which it forwards to its parent node in the
tree. This ensures that each non-leaf node sends exactly
one message during its execution. Therefore, the total
number of messages sent by the no-leaf nodes is n− l.

Since the algorithm involves a single upward communication
flow from the leaf nodes toward the root, and every node sends
at most one message, the total number of messages exchanged
in the network equals the total number of nodes, n. This
includes both leaf nodes and non-leaf nodes, as each node
participates exactly once in message propagation.

Proposition 3. The DA3C-CNP algorithm determines a min-
imal set of critical nodes in a tree-structured IoT network in
fewer than n− l iterations

Proof. Let the IoT network be represented as a connected tree
graph G = (V,E), where V is the set of n nodes and E is the
set of edges. Each node v ∈ V can send at most one message
during its execution in the DA3C-CNP algorithm. The proof
proceeds as follows:

Each leaf node executes its program independently and in
parallel. Upon execution, it sends a single message (value 1)
to its parent node and then terminates. This process requires a
single iteration for all leaf nodes. However, non-leaf nodes
receive messages from all their child nodes. Each time a
message is received, the non-leaf node updates its cumulative
sum (S) and increments its count of received messages (NR).

The algorithm operates in a level-by-level manner, with
execution propagating from the leaf nodes to the root. The total
number of iterations is determined by the number of levels in
the tree. In the worst case, each level involves the execution of
all non-leaf nodes at that level. Given that there are n− l non-
leaf nodes in the tree, the total number of iterations required
to identify the minimal set of critical nodes is strictly less than
n− l.

The DA3C-CNP algorithm offers significant advantages in
terms of time complexity compared to existing solutions for
the 3C-CNP problem. While the authors of [20] achieved
a time complexity of O(n2) for proper interval graphs and
for weighted trees, our algorithm achieves a linear time
complexity of O(n − l) , making it more efficient for large-
scale environments. Similarly, for unweighted trees, although
[20] also achieved O(n), our distributed approach provides
a scalable and parallelizable solution, which is particularly
advantageous in distributed environments. Furthermore, com-
pared to the dynamic programming algorithm proposed in [36]
for bipartite permutation graphs, which has a complexity of
O(nB2) , our algorithm eliminates the dependency on the
parameter B, resulting in a more consistent and predictable

performance. Lastly, while the recent work in [37] focuses
on chordal graphs with a maximum node degree of ∆ = 3
, our algorithm’s O(n − l) complexity is not restricted by
degree of nodes, making it applicable to a broader range
of scenarios. Overall, the DA3C-CNP algorithm demonstrates
superior efficiency and scalability, addressing the limitations
of existing approaches.

IV. VALIDATION AND SIMULATION RESULTS

This section presents the simulation results of the proposed
DA3C-CNP algorithm. We implemented the algorithm using
the CupCarbon IoT simulator. The primary objective of these
experiments is to assess the algorithm’s ability to efficiently
identify critical nodes within IoT networks while adhering to
the specified cardinality constraints.

A. Simulation Tool

To evaluate and validate our algorithm, we employed the
widely recognized IoT network simulator, CupCarbon [42].
This simulator, accessible at [43], is highly regarded by
researchers, developers, and academics [44], [45]. Its primary
objective is to facilitate the design, visualization, debugging,
and validation of distributed algorithms, particularly for tasks
like monitoring, environmental data collection, and the cre-
ation of complex environmental scenarios [45]. It allows for
the design and prototyping of networks through an intu-
itive, user-friendly interface that leverages the OpenStreetMap
(OSM) framework to deploy IoT nodes directly onto the
map. Each IoT node can be individually configured via a
command-line interface using a language specifically designed
for CupCarbon, known as SenScript. For more details on
the SenScript language, the reader is referred to [45]. The
initial version of CupCarbon was introduced by Mehdi et
al [46]. Due to its robust capabilities, CupCarbon simulator
has gained significant popularity and is widely employed in
various research studies. Notable examples of its application
can be found in the works of [46], [47], [48].

In the context of graph parameters, the CupCarbon simulator
is widely utilized for modeling and analyzing various graph-
theoretical constructs. Example parameters include the span-
ning tree [49], [50], [51], which is fundamental for ensuring
efficient network connectivity, and connected components,
which identify and classify isolated sub-networks. The sim-
ulator also supports the computation of the polygon hull [52],
[53], a crucial element in geometric network analysis, as well
as leader election [49], [50], [51], [54], an essential problem in
distributed systems. Additionally, it facilitates the study of the
dominating set [55], [51], which optimizes resource allocation,
and the secure dominating set, which introduces robustness
and security considerations in network design [56].

B. Experiment

The aim of this subsection is to demonstrate the scalability
of the DA3C-CNP distributed algorithm. To achieve this,
we utilize the same example presented earlier (see Figure
2). The experiment is conducted in two phases. In the first
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phase, the IoT network is designed with a tree topology
(see Figure 6) using CupCarbon’s intuitive graphical inter-
face, which integrates OpenStreetMap (OSM) for accurate
geospatial representation, enabling precise placement of IoT
nodes. In IoT networks, critical nodes often serve as essential
gateways or aggregation points that bridge multiple devices
or network segments. Consider a smart manufacturing facility
where hundreds of sensors monitor equipment performance,
temperature, and production metrics. Some nodes act as data
aggregators that collect information from multiple assembly
lines before transmitting it to the central management system.

In the second phase, each node is configured using Sen-
Script, a domain-specific scripting language developed for
CupCarbon. SenScript facilitates the detailed modeling of
sensor node behavior, including sensing, communication pro-
tocols, and energy management. It enables fine control over
node actions such as message handling, routing decisions, and
power consumption, making it particularly effective for simu-
lating distributed algorithms in large-scale IoT environments.
Critical nodes, identified through the DA3C-CNP algorithm,
are highlighted in yellow, as depicted in Figure 7.

V. CONCLUSION

In this paper, we proposed and validated a distributed
algorithm, DA3C-CNP, designed to solve the Component-
Cardinality-Constrained Critical Node Problem (3C-CNP) in
IoT networks. The algorithm identifies critical nodes in tree-
structured IoT networks and operates efficiently through lo-
cal computations and message passing between nodes. A
complexity analysis demonstrated that DA3C-CNP converges
within ∆ − 1 iterations per node, where ∆ represents the
maximum node degree. Moreover, the algorithm requires the
exchange of only n messages, which is optimal for distributed
IoT networks. Simulation results, conducted using the Cup-
Carbon simulator, illustrate the effectiveness of the algorithm
in a representative IoT network scenario. The algorithm’s
capability to function in both anonymous and non-anonymous
networks underscores its versatility and adaptability, making it
suitable for a wide range of IoT applications where reliability
and network resilience are critical.

Future work may explore the application of distributed algo-
rithms for the 3C-CNP on other classes of graphs or network
topologies, particularly those for which it is tractable. Further-
more, extending the approach to handle large and dynamic
networks and integrating it into real-world IoT deployments
will be valuable for enhancing communication reliability in
critical infrastructure.
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