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Abstract—Index modulation−based differential chaos shift key-
ing (IM−DCSK) is a promising technique in wireless commu-
nication systems. Among all schemes, a Grouping Subcarrier
Index Modulation DCSK (GSIM−DCSK) supports suit−coded
modulation to improve bit error rate (BER) over a multi-
path Rayleigh fading channel, known as Coded GSIM−DCSK
(CGSIM−DCSK) system. In the proposed method, all the index
modulation bits are detected at the receiver side and then
converted into a bipolar form to pass them through the channel
decoder system along with the soft modulated bits. The results
show that CGSIM−DCSK system with two schemes that are
CGSIM−DCSK1 and CGSIM−DCSK2 are improved by the
proposed coding techniques, with the LDPC code barely superior
to the New Radio−Polar Code (NRPC). Furthermore, the perfor-
mance of CGSIM−DCSK1 outperforms that of CGSIM−DCSK2
with lower information rate.

Index Terms—Grouping Subcarrier Index Modulation based
DCSK, LDPC, NRPC, Multipath Rayleigh Fading Channel.

I. INTRODUCTION

W IDEBAND non-periodic chaotic signals are used as
carriers in chaotic communications, which offers ad-

vantages over spread-spectrum systems such as reducing mul-
tipath fading impact [1]. Differential Chaos Shift Keying
(DCSK) is one of the chaos-based communication schemes
that have been introduced in recent studies [2], [3]. The
robustness of DCSK systems in multipath fading environments
is noteworthy, as they require minimal synchronization of the
receiver signal, non-coherent detection without needing the
channel state of information, and the properties of wideband
chaotic signals. Because of this, chaotic signal techniques
hold great promise for improving wireless communication
resilience in the face of multipath fading issues [4].

Extra information bits were transmitted in [5] by sug-
gesting a new chaos modulation scheme that incorporates
Code Index Modulation (CIM) and takes a fresh approach
based on the Walsh code index. This improvement greatly
expands the spectrum and increases the energy efficiency
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of chaos modulation based on CIM. The paper assesses
two CIM−enhanced systems, CIM−DCSK and CIM−Short
Reference−DCSK (CIM−SR−DCSK), and uses simulations
to demonstrate how well they perform in comparison to
conventional chaos systems.

Nonbinary Low−Density Parity Check (LDPC) for Coded
Modulation−DCSK (CM−DCSK) systems has been presented
in [6], which uses nonbinary protograph codes over Galois
Field (GF(M)) in place of conventional binary coding. By
avoiding iterative decoding and utilizing soft information
straight from non−coherent detectors for channel decoding,
this method simplifies receiver structures. Two types of non-
binary codes that show rates closer to system capacity than bi-
nary codes are validated by modified EXIT analysis. The sim-
ulation results show notable improvements in performance; in
Rayleigh fading channels, 16−ary CM−DCSK achieves 1.8 dB
advantage over binary equivalents at BER 10−4. CM−DCSK
has up to 2.3 dB improvement over FM−BICM−DCSK in
real−world WLAN UWB scenarios, highlighting its practical
advantages.

Carrier−Time−Index−Modulation−DCSK (CTIM−DCSK)
has been proposed in [7] to improve data transmission effi-
ciency. The BER performance in Additive White Gaussian
Noise (AWGN) and Rayleigh fading channels is enhanced
by incorporating a receiver noise−reduction module and uses
carrier and time indices to convey additional information
bits. CTIM−DCSK is better suited for low−power Internet of
Things applications like WLAN and WPAN because it has
less complexity than a number of DCSK variants and offers
higher data rates and spectral efficiencies.

To facilitate effective chaotic communication, Reference
Modulated−DCSK (RM−DCSK) was proposed in [8], which
doubles the achievable bit rates while maintaining the same
level of decoding complexity by applying chaotic wavelets
across alternating slots within each frame. It improves com-
munication security over conventional DCSK. Utilizing the
Gaussian approximation, the BER performance in AWGN
channels is found to be superior to that of CDSK, DCSK,
Frequency−Modulated DCSK, and High−Efficiency DCSK.
Simulations validate that RM−DCSK always performs better
than CDSK and can even outperform DCSK when certain
conditions are met, like high spreading factors or specific
𝐸𝑏/𝑁0 levels.

In order to maintain acceptable bit error rates in the
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face of mutual interference, the performance of a co-
existing Code Shifted−DCSK/Binary Phase−shift keying
(CS−DCSK/BPSK) system in spread spectrum communica-
tion has been assessed in [9]. CS−DCSK/BPSK performs
better than DCSK/BPSK in a variety of channel conditions
with comparable levels of interference, according to a com-
parative analysis. Numerical simulations in close agreement
with theoretical predictions confirm the minimal impact of
CS−DCSK on BPSK and highlight the efficacy of CS−DCSK
as a new interferer in synchronized and asynchronized scenar-
ios, as indicated by analytical expressions for BER.

A new multi−carrier M−ary DCSK system with code in-
dex modulation, called CIMMC−M−DCSK, has been pro-
posed in [10]. It uses M−DCSK modulation to increase
data rates while simultaneously transmitting reference and
information−bearing signals on each subcarrier using orthog-
onal sinusoidal carriers. Walsh codes are used to optimize en-
ergy utilization by encoding additional information bits on ref-
erence signals across all subcarriers. For CIMMC−M−DCSK
in AWGN and multipath Rayleigh fading channels, analytical
BER formulas are obtained. The system offers differenti-
ated Quality of Service (QoS) based on data importance
and improves BER performance with noise−reduction and
hierarchical modulation schemes. Simulation results show the
superiority of the system and validate theoretical predictions.

General Code−Shifted (GCS−DCSK) systems have been
presented in [11] with a novel approach to improve their
data rate efficiency. In addition to the conventional Walsh
codes used in GCS−DCSK, CIM−CSDCSK carries extra bits
via code index modulation. This scheme allows different
Walsh codes chosen by an integer sequence derived from
information symbols to modulate multiple signals carrying
information. BER over AWGN channels is analytically de-
rived and numerical simulations confirming the superiority of
CIM−CSDCSK over GCS−DCSK are presented. By carrying
more bits per transmitted symbol while maintaining the same
resource constraints, the suggested scheme increases spectrum
efficiency.

To improve the DCSK performance without depending on
intricate channel code designs which are essential for short
frame transmissions, an Iterative Receiver−DCSK (IR−DCSK)
has been proposed in [12]. It presented a soft demapping
method for non−coherent M−ary DCSK systems that can
be adjusted to different channel conditions, such as fading
amplitudes. For various channel models, BER analysis showed
benefits over non IR−DCSK, and achievable rate curves val-
idated the performance increase. Compared to conventional
non−iterative methods, the IR−DCSK system provides in-
creased efficiency and dependability, making it a viable option
for reliable communication in difficult settings.

Utilizing Commutation Code Index (CCI) modulation to
improve energy and spectral efficiencies, the research in
[13] presented CCI−DCSK, a novel non−coherent modulation
system. For the purpose of optimizing spectral efficiency,
CCI−DCSK simultaneously transmits a reference sequence
and its orthogonal data−bearing version within a single time
slot. A commutated replica of the reference signal is mapped
with additional bits to spread the modulated bit. The index

with the largest correlation magnitude was identified at the
receiver through correlation with every conceivable commu-
tated replica, allowing for precise bit estimation. Slightly better
performance than current non-coherent chaotic modulation
schemes is confirmed by the derivation of analytical BER ex-
pressions for multipath Rayleigh fading channels and AWGN.

In comparison to current techniques, Permutation Index
DCSK (PI−DCSK), a novel non−coherent modulation scheme,
has been introduced in [14] with the goal of improving data
security, energy efficiency, and spectral efficiency. Every data
frame in PI−DCSK is split into two time slots: first slot
includes the reference chaotic signal while the second slot
includes a permuted replica of the signal modulated by the
data bits. At the transmitter, 𝑛 + 1 bits are grouped, where
1 bit modulates the permuted signal and 𝑛 bits select a
permutation of the reference signal. In order to decode data
bits and retrieve the modulated signal, the receiver correlates
received signals with every conceivable combination. In ad-
dition, a novel multiple access (MA) technique specifically
designed for PI−DCSK is incorporated into the scheme. Its
performance in single−user and multi−user scenarios over
AWGN and multipath Rayleigh fading channels is examined.
The promising performance of PI−DCSK in comparison to
other non−coherent chaotic modulation schemes is confirmed
by comparative analysis.

To improve Physical Layer Security (PLS)
in OFDM−DCSK systems, [15] had introduced
TRAN−OFDM−DCSK, a system that combines
Time−Reversal (TR) pre−coding with Artificial Noise
(AN) injection. Genuine receivers are unaffected by AN, but
eavesdropper detection is compromised. It uses sender−only
Channel State Information (CSI) to guarantee secure
communication. With the use of simulation verification and
derived BER expressions, performance under Flat Rayleigh
Fading Channel (FRFC) was examined. Improved secrecy in
both BER and SR metrics is validated by Ergodic Secrecy
Rate (SR) analysis, which demonstrates better performance
at real receivers than eavesdroppers.

In contrast to current Grouping Subcarrier
Index−Modulation DCSK (GSIM−DCSK) techniques,
the authors in [16] had presented Grouping Frequency−Time
Index Modulation−DCSK (GFTIM−DCSK−I), a novel
system designed to improve energy efficiency (EE), spectral
efficiency, and data rates. GFTIM−DCSK−I divides data
bits into L groups, each containing (𝑃1 + 𝑃2 + 1) bits, in
order to optimize frequency and time resources. 𝑃1 bits
choose a subcarrier, 𝑃2 bits select a time slot, and one bit
uses DCSK to modulate the signal within each group. In
comparison to conventional DCSK, analytical expressions
measure EE, spectral efficiency, and system complexity.
The BER performance of the system is examined under
multipath Rayleigh fading and AWGN, and simulations are
used to verify the theoretical accuracy and better performance
compared to traditional DCSK techniques.

An iterative receiver for M−ary DCSK modulation over
AWGN channels is proposed in [17], which combined the de-
coding and demodulation to improve the performance through
the exchange of extrinsic data. The optimal carrier syn-
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chronization assumptions and efficient application of Log-
Likelihood Ratios (LLRs) are credited with the simulation’s
superiority over noniterative approaches. Extrinsic information
transfer charts also examined the convergence behavior, em-
phasizing enhanced efficiency and accuracy in decoding within
the suggested receiver framework.

In discussing M−ary DCSK systems in the IoT, the work
in [18] pointed out the shortcomings in conventional decoders
and suggested an improved method. Using repeated chaotic
signals for precise LLR computation and introduced the Initial
Chaotic Signal Estimation (ICSE) algorithm. Furthermore, for
better system performance, a unique protograph code with a
P−EXIT algorithm is suggested. Competitiveness is demon-
strated by analytical and simulated results, indicating that the
M−ary protograph−coded DCSK with ICSE is a promising
solution for low-complexity, low−power IoT devices.

Protograph-based LDPC (P−LDPC) codes has been in-
troduced in [19], which is specifically designed for M−ary
DCSK systems that use Iterative Receivers (IRs). Because
of their interaction with soft information and chaotic carrier
characteristics, conventional P−LDPC codes might not max-
imize the performance. To improve IR convergence, a new
design principle including a finite-length Extrinsic Information
Transfer (EXIT) algorithm has been introduced. The efficacy
of the suggested P−LDPC codes is validated by analytical
and simulated results, which emphasize their superiority in
enhancing error correction for M−ary DCSK systems.

To the best of our knowledge, no studies have exam-
ined DCSK with index modulation using LDPC or New
Radio–Polar Code (NRPC), which have been studied in the
past for DCSK systems. The purpose of this work is to
examine the possible advantages of using channel coding,
specifically, LDPC and NRPC—in Grouping Subcarrier Index
Modulation aided DCSK (GSIM−DCSK) systems in order to
improve overall system performance. By using this method,
we may investigate the benefits of integrating reliable error
correction techniques with index modulation, which enhances
communication systems’ efficiency and dependability.

The contribution of this work is as follows:
1) The improved GSIM−DCSK using coded communica-

tion systems is investigated over multipath Rayleigh
fading channel.

2) NRPC and P−LDPC codes are used to enhance the
performance of GSIM−DCSK over multipath Rayleigh
fading channel.

3) The simulations are performed using MATLAB and the
results are compared with coded OFDM−DCSK system.

This work is organized as follows; Sections II and III
illustrate the coding techniques used, Section IV presents the
system model for this work, Sections V and VI show the
simulation results and discuss the results with complexity
calculations. Finally, Section VII concludes this work.

II. POLAR CODE

The implementation of an error control code based on chan-
nel polarization [20] has successive cancellation approaching
capacity. When M polarized channels approach infinity with

codeword length 𝜇, two distinct results emerge: noiseless
channels and nearly fully noisy channels. While frozen bits
are transmitted through noiseless channels, information bits
are distributed throughout channels with pure noise during the
encoding process. Data vector 𝑆𝜇1 = (𝑆1, 𝑆2, · · · , 𝑆𝜇) contains
the information. 𝑅 = 𝐽

𝜇
is the coding rate, and 𝑆𝐴 represents

the J−bit information. The remaining bits are frozen and are
represented as 𝑆𝐴𝑐 . This is the form of the codeword:

𝑆
𝜇

1 = 𝑆
𝜇

1𝐺𝜇 = 𝑆
𝜇

1 𝐵𝜇𝐹
⊗𝑚
2 (1)

where 𝐺𝜇 is the generator matrix, 𝐵𝜇 is the bit reversal
permutation matrix and 𝐹⊗𝑚2 represent the 𝑚th Kronecker
power of 𝐹2, where 𝐹2 represents the kernel matrix such that:

𝐹2 =

[
1 0
1 1

]
(2)

The successive cancellation (SC) decoder at the receiver
generates 𝑆𝜇1 as an estimation of 𝑆𝜇1 by observing (𝑦𝜇1 , 𝑆𝐴𝑐 )
and the likelihood ratio (LR) 𝐿 (𝑖)𝜇 (𝑦𝜇1 , 𝑆

𝑖−1
1 ) is calculated using

𝐿
(𝑖)
𝜇

(
𝑦
𝜇

1 , 𝑆
𝑖−1
1

)
=

𝑊
(𝑖)
𝜇

(
𝑦
𝜇

1 , 𝑆
𝑖−1
1 | 0

)
𝑊
(𝑖)
𝜇

(
𝑦
𝜇

1 , 𝑆
𝑖−1
1 | 1

) (3)

where 𝑊 (𝑖)𝜇

(
𝑦
𝜇

1 , 𝑆
𝑖−1
1 | 𝛾

)
is the noise probability where 𝛾 is 0

or 1 and the decision can be calculated from:

𝑆𝑖 =

{
𝑆𝑖 , 𝑖 ∈ 𝐴𝑐

ℎ𝑖

(
𝑦
𝜇

1 , 𝑆
𝑖−1
1

)
, 𝑖 ∈ 𝐴 (𝑖 = 1,2,3, . . . , 𝜇) (4)

and

ℎ𝑖

(
𝑦
𝜇

1 , 𝑆
𝑖−1
1

)
=

{
0, 𝐿

(𝑖)
𝜇

(
𝑦
𝜇

1 , 𝑆
𝑖−1
1

)
≥ 1

1, otherwise
(5)

where, the decision function ℎ𝑖 is used in the succeeding deci-
sion elements (DEs), the LR is calculated based on equations
(6) and (7):

𝐿
(2𝑖−1)
𝜇

(
𝑦
𝜇

1 , 𝑆
2𝑖−2
1

)
=

𝑓

(
𝐿
(𝑖)
𝜇/2

(
𝑦
𝜇/2
1 , 𝑆2𝑖−2

1,𝑜 ⊕ 𝑆
2𝑖−2
1,𝑒

)
, 𝐿
(𝑖)
𝜇/2

(
𝑦
𝜇

𝜇/2+1, 𝑆
2𝑖−2
1,𝑒

)) (6)

𝐿
(2𝑖)
𝜇

(
𝑦
𝜇

1 , 𝑆
2𝑖−1
1

)
=

𝑔

(
𝐿
(𝑖)
𝜇/2

(
𝑦
𝜇/2
1 , 𝑆2𝑖−2

1,𝑜 ⊕ 𝑆
2𝑖−2
1,𝑒

)
, 𝐿
(𝑖)
𝜇/2

(
𝑦
𝜇

𝜇/2+1, 𝑆
2𝑖−2
1,𝑒

)
, 𝑆2𝑖−1

) (7)

where 𝑓 (𝑎, 𝑏) and 𝑔(𝑎, 𝑏, 𝑆𝑠𝑢𝑚) are calculated using equa-
tions (8) and (9), respectively

𝑓 (𝑎, 𝑏) = 1+ 𝑎𝑏
𝑎+ 𝑏 (8)

𝑔(𝑎, 𝑏, 𝑆𝑠𝑢𝑚) = 𝑎1−2�̂�𝑠𝑢𝑚𝑏 (9)

where, 𝑎, 𝑏 and 𝑆𝑠𝑢𝑚 are defined as follows

𝑎 = 𝐿
(𝑖)
𝜇/2 (𝑦

𝜇/2
1 , 𝑆2𝑖−2

1,0 ⊕ 𝑆
2𝑖−2
1,𝑒 ) (10)

𝑏 = 𝐿
(𝑖)
𝜇/2 (𝑦

𝜇

𝜇/2+1, 𝑆
2𝑖−2
1,𝑒 ) (11)

300 JOURNAL OF COMMUNICATIONS SOFTWARE AND SYSTEMS, VOL. 20, NO. 4, DECEMBER 2024



𝑆𝑠𝑢𝑚 = 𝑆2𝑖−1 (12)

The modified SC decoding algorithm is the successive
cancellation list (SCL) decoding algorithm that is introduced
in [21] in which, the decoder is duplicated in two parallel
decoding threads continuing in either possible direction. The
number of parallel decoding threads is denoted by 𝐿 and the
algorithm of SCL decoding is summarized in [22].

III. LOW−DENSITY PARITY−CHECK (LDPC) CODE

Binary (𝐸,𝐾) LDPC code is a type of Linear Block Code
(LBC) described by a bipartite graph and constructed from
a (𝐸 − 𝐾) × 𝐸 parity–check matrix 𝐻 with low density of
1s. The matrix 𝐻 has two types of Nodes: 𝐸 symbol nodes
that is designated by 𝑢 and represent the encoded symbols,
while (𝐸 −𝐾) parity check nodes are designated by 𝑣 and
represent the parity checks [23]. An edge connecter is used
to link check node and symbol nodes. The 5G New Radio
(NR) LDPC is the most familiar mark for the 3rd Generation
Partnership Project (3GPP) of cellular technologies [24]. It
has two rate−compatible base graphs (BGs), BG1 and BG2,
for the LDPC code. BG1 utilizes large block length (500 ≤
𝐾 ≤ 8448) and higher code rates ( 1

3 ≤ Code rate ≤ 8
9 ), BG2

utilizes shorter block (40 ≤ 𝐾 ≤ 2560) and lower code rates
( 1

5 ≤ Code rate ≤ 2
3 ).

For a BG, 𝑘𝑏 and 𝑛𝑏 are used to represent the corresponding
BG parameters. Nominally, if the lifting value is 𝑍 , we have
the input data block size 𝐾 = 𝑍 × 𝑘𝑏 and the code block (CB)
size 𝑁 = 𝑍 × 𝑛𝑏 as mentioned in [25]. The total lifting set
Z is set from the minimum value 2 to the maximum value
384 according to 𝑍 = 𝐴× 2 𝑗 , where 𝐴 = 2,3,5,7,9,11,13,15
and 𝑗 = 0,1, . . . 7. In our work, BG1 is used to construct
the parity check matrix 𝐻. A BG1 matrix example is shown
in Fig. 1. There are five zones in the matrix: A, B, C, D,
and O. Core information columns are represented by zone A,
core parity checks are introduced by zone B, and extension
checks of zones A and B are provided by zones C, D and
O. D is an identity matrix and O is a zero matrix. Two
information columns in zone A will be pierced prior to the
transmission in accordance to the 5G specification [25]. 5G
LDPC codes employ shortening and puncturing techniques to
accommodate different information lengths and rate adaption.
While shortening is only intended via zero−padding for the
information bits, punctuation is applied to both the information
and parity bits in the codeword. In the LDPC encoder, the
encoded codeword 𝐶 is related to the 𝐻 matrix according to
[24]: HC𝑇 = 0𝑇 , where 𝑇 is the transpose operator. In the
decoder, belief propagation (BP) iterative algorithm [23] is
used to recover the original transmitted bits. Define 𝑄𝑢𝑣 as
the message passing from a 𝑢 to 𝑣 and 𝑅𝑣𝑢 as the message
passing from a 𝑣 to 𝑢. The log−likelihood−ratio (LLR) domain
is used to describe the LDPC decoding algorithm. Let us define
𝑃𝑢 = log 𝑝𝑢 (0)

𝑝𝑢 (1) as the log ratio of the transmitted bit probability
of 𝑢 is 0, 𝑝𝑢 (0), to the transmitted bit probability 𝑢 is 1, 𝑝𝑢 (1).
In BP, the messages from the 𝑢 to the 𝑣 are:

𝑄𝑢𝑣 = 𝑃𝑢 +
∑︁

�́�∈𝑁 (𝑢)\𝑣
𝑅�́�𝑢, (13)

Fig. 1. Standard LDPC’s base matrix.

where 𝑁 (·) is the set of neighboring nodes in the graph and
the symbol �́� ∈ 𝑁 (𝑢) \ 𝑣 refers to �́� belong to 𝑁 (𝑢) excluding
𝑣 index. The messages from the 𝑣 to the 𝑢 are:

𝑅𝑣𝑢 = 2tanh−1 (Π�́�∈𝑁 (𝑣)\𝑢tanh(𝑄�́�𝑣

2
)) (14)

While the soft decoding result for each symbol 𝑢 is calcu-
lated as

𝑄𝑢 = 𝑃𝑢 +
∑︁

𝑣∈𝑁 (𝑢)
𝑅𝑣𝑢 (15)

and the recovered binary bits 𝑏𝑢 can be calculated from:

𝑏𝑢 =

{
0, 𝑠𝑖𝑔𝑛(𝑄𝑢) < 0
1, 𝑠𝑖𝑔𝑛(𝑄𝑢) ≥ 0 (16)

IV. CODED GSIM−DCSK SYSTEM MODEL

The transmitter structure of the CGSIM−DCSK system
is illustrated in Fig. 2. Firstly, either the K−length data
bits 𝑏 are encoded by the NRPC at position−1 or LDPC
code at position−2 into E−length coded bits 𝑐. The pro-
posed systems are referred as NRPC−GSIM-DCSK and
LDPC−GSIM−DCSK, respectively, and hence, the coded
bits are modulated by a GSIM−DCSK system. In addition,
two GSIM−DCSK schemes are used in our work that are
GSIM−DCSK1 and GSIM−DCSK2, respectively as described
in details in [26]. The coded bits are divided into 𝐺 groups,
each group has 𝑝1 bits assigned as subcarrier indexed bits and
𝑝2 bits assigned as modulated bits. The modulated bits 𝑝2 = 1
for CGSIM−DCSK1 and 𝑝2 = (2𝑝1 −1) for CGSIM−DCSK2,
where the data is carried by active subcarrier. The total
transmitted bits are 𝑝 = 𝐺 (𝑝1+ 𝑝2).

The reference chaotic signal 𝑥𝑘 of length 𝛽 is generated by
a second−order Chebyshev polynomial function and filtered
by a pulse−shaping filter to produce 𝑥𝑣 (𝑡) at the 𝑣th symbol
period [26]. In each group the indexed bits are converted
into index symbol, 𝛿𝑖𝑣 , which is used to select one subcarrier
in that group to generate the 𝑣th signal 𝑑𝑖

𝑣, 𝑗
, 𝑗 = 1, · · · ,2𝑝1

, 𝑖 = 1, · · · ,𝐺. The signal 𝑑𝑖
𝑣, 𝑗

either contains the converted
of the modulated bits ±1 if the subcarrier is active, or set
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Fig. 2. Transmitter structure of the CGSIM−DCSK system.

Fig. 3. Receiver structure of the CGSIM−DCSK system.

to zero for inactive subcarrier. After that, the signal 𝑑𝑖
𝑣, 𝑗

is
multiplied by the reference chaotic signal, and all signals are
then multiplexed using the multicarrier technique to generate
the transmitted signal 𝑠(𝑡) that is expressed as:

𝑆(𝑡) =
𝐺∑︁
𝑖=1

2𝑝1∑︁
𝑗=1
𝑑𝑖𝑣, 𝑗 cos(2𝜋 𝑓(𝑖−1)2𝑝1+ 𝑗 𝑡 +𝜙 (𝑖−1)2𝑝1+ 𝑗 )+

𝑥𝑣 (𝑡) cos(2𝜋 𝑓0𝑡 +𝜙0) (17)

where 𝑓𝑖, 𝑗 and 𝜙𝑖, 𝑗 are the 𝑖th group and 𝑗 th subcarrier of
the center frequency and phase angle, respectively. There are
𝑁𝑠 = 2𝑞 +1 subcarriers, where 𝑞 is an integer number greater
than or equal to 𝑝1, one of which sends the signal 𝑥𝑣 (𝑡) and
the remaining are grouped into 𝐺 group 2𝑞−𝑝1 each with 2𝑝1

subcarriers.
The receiver structure of the CGSIM−DCSK system is illus-

trated in Fig. 3. The received signal is achieved by passing the
transmitted signal through multipath Rayleigh fading channel
and summing by AWGN signal 𝑤(𝑡) ∈𝒩(0, 𝑁0/2) and can
be expressed as:

𝑟 (𝑡) =
Γ∑︁
𝑙=1
𝛼1𝑆(𝑡 − 𝜏1) +𝑤(𝑡), (18)

Where Γ is the total number of paths, and 𝜏𝑙 and 𝛼𝑙
are the 𝑙th delay and coefficient of the channel. The 𝛼𝑙
values are assumed to be independent Rayleigh distribution
random variable. For simplicity, only the first symbol period
is considered and 𝑣 is removed from the next equations.

The reception signal is mixed by the corresponding si-
nusoidal subcarrier synchronized with the sending side and
followed by a matched filter. Algorithm 1 shows the effective
detection algorithm to recover the sending bits. Let us define
A1×𝛽 and B𝑖

2𝑝1×𝛽 , 𝑖 = 1, · · · ,𝐺, the matrices containing the col-
lection of the reference chaotic signal and the 𝑖th information
carrying signal, respectively. Then, the 𝑖th correlation matrices
Z𝑖 , 𝑖 = 1, ..,𝐺, can be expressed as

Z𝑖 = A× (Bi)𝑇 =
⌈
𝑧𝑖1𝑧

𝑖
2, · · · , 𝑧

𝑖
2𝑝1

⌉𝑇
𝑖 = 1, · · · ,𝐺 (19)

302 JOURNAL OF COMMUNICATIONS SOFTWARE AND SYSTEMS, VOL. 20, NO. 4, DECEMBER 2024



Algorithm 1 Proposed CGSIM−DCSK Receiver Algorithm
1: Input: 𝑟𝜎,𝑘 , 𝑟𝑖, 𝑗 ,𝑘 , 𝑖 = 1, · · · ,2𝑝1 , 𝑘 = 1, · · · , 𝛽,𝑚 =

1, · · · , 𝑝1, 𝐸, 𝑛 = 1, · · · , 𝑝2, 𝑠𝑒𝑙.
2: Output: detected bits �̃�.
3: For 𝑖← 1 : 𝐺
4: Calculate the decision variables at the output of the 𝑗 th

correlator by Eq. (19), 𝑧𝑖, 𝑗 , 𝑗 = 1, ..,2𝑝1 .
5: Calculate the 𝑖th estimated subcarrier index by Eq. (20),
𝛿𝑖 .

6: Convert 𝛿𝑖 to binary sequence ˆ𝛿𝑖,𝑚 = { ˆ𝛿𝑖,1, · · · , ˆ𝛿𝑖, 𝑝1 .
7: Map each bit to bipolar symbol ˆ𝛿𝑖,𝑚 = 2 ˆ𝛿𝑖,𝑚−1.
8: Calculate the soft modulated bit by Eq. (21), 𝑎𝑖𝑛.
9: Calculate the input likelihood ratio soft bits according Eq.

(22).
10: end 𝑖 loop.
11: calculate �̃�,
12: if 𝑠𝑒𝑙 = 1 then
13: �̃� = NR−POLAR−Decoder(LLR)
14: else
15: �̃� = LDPC-Decoder (LLR).

For both systems, the estimated subcarrier index in the 𝑖th
group is detected using the following expression:

𝛿𝑖 =


arg max

𝑗=1, · · · ,2𝑝1
, for CGSIM−DCSK1

𝑖 = 1, · · · ,𝐺
arg min

𝑗=1, · · · ,2𝑝1
, for CGSIM−DCSK2

(20)

The estimate subcarrier indices select the soft decision
variables at the 𝑖th group according to:

𝑎𝑖𝑛 =

{
𝑧𝑖
𝛿𝑖
, 𝑗 = 𝛿𝑖 , for CGSIM−DCSK1

𝑧𝑖
𝑗
, 𝑗 = 1, · · · ,2𝑝1 , 𝑗 ≠ 𝛿𝑖 , for CGSIM−DCSK2

(21)

for 𝑛 = 1, · · · , 𝑝2. The estimated subcarrier index is converted
into binary sequence of the estimated index bits, ˆ𝛿𝑖,𝑚 =

{ ˆ𝛿𝑖,1, · · · , ˆ𝛿𝑖, 𝑝1 }. Each bit in ˆ𝛿𝑖,𝑚 is mapped to ±1 according
to its polarity to get the soft value of the index bits, 2 ˆ𝛿𝑖,𝑚−1.
After that, the soft decision variables 𝑎𝑖

𝑗
and the symbol of

the index bits for each group are concatenated to obtain the
LLR vector according to:

𝐿𝐿𝑅(𝑖−1) 𝑝+𝑜 = −[ ˆ𝛿𝑖,1, · · · , ˆ𝛿𝑖, 𝑝1 , 𝑎
𝑖
1, · · · , 𝑎

𝑖
𝑝2 ], 𝑜 = 1, · · · , 𝑝.

(22)

After that, the soft bits are ready to enter to the channel de-
coder stage. At the decoder stage, the soft bits are passed either
at position−1 in the case of the NRPC−GSIM−DCSK system
or at position−2 in the case of the LDPC−GSIM−DCSK
system.

V. SIMULATION RESULTS AND DISCUSSION

To demonstrate the effectiveness of coding modulation in
improving the GSIM−DCSK communication system, this sec-
tion examines the MATLAB simulation results. The average

power gain and time delays of the three path fading channels
are set to (𝛼1 = 𝛼2 = 𝛼3 = 1/3) and (𝜏1 = 0, 𝜏2 = 1, 𝜏3 = 2),
respectively. The spreading factor is set to 𝛽 = 100 and 200.
The NR−Polar and LDPC code rates are set to (1/2,1/3). Figs.
4 and 5 show the comparison of the LDPC−GSIM−DCSK sys-
tem with the LDPC−OFDM−DCSK system over a three−path
Rayleigh fading channel and different code rates for 𝛽 = 100
and 200, respectively. The performance of both systems are
improved compared to uncoded systems, for instance, the
coding gain for Scheme 1 at 𝛽 = 100 and BER = 10−3 are
about 7 dB and 8 dB for the code rate 1/2 and 1/3 respectively.
Furthermore, the performance of both systems improved when
the code rate is reduced. At 𝛽 = 100 and BER = 10−3, the
code gain of 1/3 rate compared to 1/2 is 2.5 dB and 4 dB
for LDPC−GSIM−DCSK1 and for LDPC−GSIM−DCSK2,
respectively. However, increasing the spreading factor leads
to a deterioration in the performance of both systems. To
illustrate that, for LDPC−GSIM−DCSK1 at code rate = 1/2
and BER = 10−3, the coding gain of 𝛽 = 100 compared to 200
is 3 dB.

Furthermore, LDPC−GSIM−DCSK1 outperforms
LDPC−GSIM−DCSK2 in all cases, for example, at 𝛽 = 100
and BER = 10−3, the coding gain of Scheme 1 compared
to Scheme 2 is 2.5 dB and 1 dB for code rate 1/2 and
1/3. Furthermore, the performance of both proposed systems
exceeds that of the traditional coded OFDM−DCSK system.
For code rate 1/2 and BER = 10−3, there is a coding gain of
about 1.5 dB and 3.5 dB compared to LDPC−OFDM−DCSK
for LDPC−GSIM−DCSK1 and LDPC−GSIM−DCSK2,
respectively. Similarly, code rate 1/3 results in a coding gain
of approximately 3.5 dB and 5 dB for Scheme 1 and Scheme
2, respectively.

Simulation results of NRPC−GSIM−DCSK systems for the
spreading factor 𝛽 = 100 and 200 are shown in Figs. 6 and
7, respectively. That show the performance of both systems
decreases when the spreading factor is increased. Further-
more, reducing the code rate will improve the performance
of the systems as shown for NRPC−GSIM−DCSK1 and
NRPC−GSIM−DCSK2 at 𝛽 = 100 and BER = 10−4, where the
coding gain of code rate 1/3 compared to code rate 1/2 are
2.5 dB and 3 dB, respectively. By comparing the performance
of NRPC with LDPC on both systems, it can be observed that
LDPC outperforms the performance of NRPC.

Fig. 8 shows the BER performance of
LDPC−GSIM−DCSK1 for various delay times and spreading
factors. It is evident that the performance is degraded when
the delay is increased, but this degradation is evident when
𝛽 is small. Furthermore, increasing the spreading factor will
degrade the performance of the system.

Fig. 9 compares the BER performance of the proposed
systems LDPC−GSIM−DCSK1 and LDPC−GSIM−DCSK2
with the LDPC−Mary−DCSK from [19] under
AWGN channel. It is evident that the performance of
LDPC−GSIM−DCSK1 outperforms LDPC−Mary−DCSK,
however, LDPC−GSIM−DCSK2 has the lowest BER
performance. For instance, at BER = 10−5 the
LDPC−GSIM−DCSK1 system achieves SNR gain about
1 dB better than the LDPC−Mary−DCSK system for the
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same code rate and 𝛽 values. The increased number of
modulating bits carried by the GSIM−DCSK2 system
increases the data rate on the consequences of degrading the
performance in comparison to the GSIM−DCSK1 system.

VI. COMPLEXITY COMPUTATION

The complexity of GSIM−DCSK1 and GSIM−DCSK2 is
calculated in detail in [26]. The multiplication of the trans-
mitter and the receiver for both systems as a function of
𝑞 are 2𝑞+1 + 1 and 2(2𝑞 + 1) + 2𝑞 , respectively. In addition,
LDPC codes and Polar codes each have a specific com-
putational complexity. Although, LDPC codes are known
for their effective error correction capabilities, the decoding
process typically requires more computing power of 𝑂 (𝐼𝑁),
where 𝐼 is the number of iterations needed and 𝑁 is the
length of the codeword. Conversely, polar codes use struc-
tured transformations to provide effective error correction,
making them suitable for 5G communication applications. Its
decoding complexity is 𝑂 (𝑁 log(𝑁)) and can be achieved
through the use of algorithms such as SC. For spread spectrum
communication, DCSK modulation uses chaotic sequences
and carrying out modulation and demodulation operations
which both have 𝑂 (𝑁) complexity. These methods demon-
strate different trade-offs between computational complexity
and performance. DCSK modulation provides effective spread
spectrum capabilities through chaotic waveforms, balancing
computational efficiency with signal robustness in noisy en-
vironments like wireless communications and secure data
transmission protocols. LDPC and Polar codes offer robust
error correction at the cost of higher computational overhead.

Fig. 4. BER plot of the LDPC−GSIM−DCSK1 and LDPC−GSIM−DCSK2
systems with various coding rates and at 𝛽 = 100, the block size is 𝑁 = 2048
and the number of iterations is 20.

VII. CONCLUSION

This article presents a study on the performance of NRPC
and LDPC code−based GSIM−DCSK systems. Different code
rates, spreading factors and list numbers are compared for
GSIM−DCSK1 and GSIM−DCSK2 systems. In the proposed

Fig. 5. BER plot of the LDPC−GSIM−DCSK1 and LDPC−GSIM−DCSK2
systems with various coding rates and at 𝛽 = 200, the block size is 𝑁 = 2048
and the number of iterations is 20.

Fig. 6. BER plot of the NRPC−GSIM−DCSK1 and NRPC−GSIM−DCSK2
systems with various coding rates and at 𝛽 = 100.

Fig. 7. BER plot of the NRPC−GSIM−DCSK1 system with various 𝛽 =

50, 100, 200 and various code rate.

method, all index modulation bits are demodulated and con-
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Fig. 8. BER plot of the LDPC−GSIM−DCSK1 system versus delay 𝜏 with
various 𝛽 = 50, 100, 200. The time delays of three paths are 𝜏1 = 0, 𝜏2 = 𝜏,
and 𝜏3 = 2𝜏. The rate =1/3, N=1024, and SNR=5 dB.
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Fig. 9. AWGN channel performance comparison between proposed systems
and LDPC-Mary-DCSK system [19]. The simulation parameters are 𝛽 = 20,
code rate =2/3, 𝑀 = 16, and 𝑁 = 1024.

verted into a bipolar form to pass them through the decoded
system along with the soft modulated bits. The result shows
that the coded systems outperform the uncoded systems and
the reliability of both systems is improved. Additionally,
increasing the spreading factor affects the performance of both
systems, and the performance of the systems is improved when
the code rate is reduced. The results show that the performance
of LDPC code at large block length outperforms that of
NR−Polar at high complexity. In addition, the performance of
CGSIM−DCSK systems is better than that of the traditional
coded OFDM−DCSK modulation system.
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