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Abstract—Recent years have seen a notable rise in online
opinion-sharing, underscoring the demand for automated sen-
timent analysis tools. Addressing sarcasm in text is crucial, as it
can significantly influence the effectiveness of sentiment analysis
models. This research explores how sentiment analysis (SA)
and sarcasm detection (SD) intersect, highlighting challenges in
identifying how sarcasm influences sentiment polarity. Sarcasm,
a type of irony, poses computational difficulties due to the lack of
nonverbal cues in written texts. Users often express opinions in
their preferred languages, underscoring the need for sentiment
analysis tools that can adeptly handle sentiment and sarcasm
across diverse languages. We propose the incorporation of sar-
casm features into the architecture of sentiment analysis models,
employing classifiers and embeddings, including BILSTM or
LSTM alongside word embedding techniques such as Word2vec,
FastText, Glove, and Bert. We conducted experiments using the
ArSarcasm-v2 Dataset for Arabic, the IMDB Movie dataset and
IsarcasmEval dataset for English, and the SentiMixArEn dataset
for code-mixed language scenarios. The results demonstrated
consistent accuracy enhancements ranging from 2% to over
10%, highlighting the positive impact of incorporating sarcasm-
related information. Additionally, the Bi-LSTM model with
GloVe embeddings achieved higher accuracy across all scenarios
compared to other methods.

Index Terms—machine learning, deep learning, natural lan-
guage processing, sarcasm detection, sentiment analysis.

I. INTRODUCTION

ATURAL language processing is a subfield of machine

learning, that aims to enable computers to analyze and
understand human language. This involves the development
of models and algorithms that can effectively process and
analyze data presented in natural language, whether in the
form of speech or text [1]. For sentiment analysis, NLP plays
a significant role in enabling the automatic analysis of senti-
ments conveyed in the text [2]. The sentiment analysis’s goal
is to determine the expressed sentiment polarity (i.e., negative,
neutral, or positive) in a text by developing models that can
analyze people’s feelings or beliefs expressed in texts such
as emotions, opinions, attitudes, and appraisals, among others
[3-6]. Sentiment analysis is used for many applications such
as modeling user preferences, monitoring consumer behaviors,
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digital marketing, product review analysis, customer feedback,
social media monitoring, etc. [7]. Existing research primarily
concentrates on sentiment classification or sarcasm detection
separately, overlooking the strong correlation between the two
tasks [7]. Challenges within sentiment analysis encompass
difficulties in precise polarity classification (positive, nega-
tive, or neutral), addressing sentiment at different text levels,
identifying reader sentiment, sentiments related to the men-
tioned entities, and parsing semantic roles within the text [8].
Sentiment analysis currently focuses on English, overlooking
the rise of native language use on platforms like Facebook
and Twitter, underscoring the necessity for adopting multilin-
gual approaches to improve accuracy in interpreting diverse
linguistic expressions across social media [9]. Additionally,
users often use sarcasm to convey sentiments, requiring the
identification of sarcasm and subsequent adjustment of polarity
based on its presence in the sentence [10].

Sarcasm is a type of irony where the stated meaning is
contrary to the intended meaning, and its detection in text
poses challenges for computers [11]. Identifying sarcasm in
text poses a challenge for computers as it involves recognizing
the contrast between the stated and intended meanings, and the
absence of nonverbal cues like tone and gestures in written
communication adds to the difficulty [11]. Detecting sarcasm
is crucial for improving sentiment analysis. The challenge
arises from sarcasm devices that can reverse expressed senti-
ment, emphasizing the need for developing sentiment analysis
tools that understand and detect sarcasm [12]. Identifying
sarcasm is a complex task involving determining if a sentence
contains sarcasm, complicated by challenges in classifying
textual data and extracting information to discern the often
negative sentiments expressed through positive language [13].
Identifying sarcasm is challenging due to its varied expres-
sions, the contextual importance of text, and the influence of
tone and style on detection, highlighting the complexity of
sarcasm detection [14]. Recent developments in deep learning
leverage neural networks to learn these features, eliminating
the need for handcrafted features [14]. Recognizing sarcasm
in text is challenging, demanding a high level of intelli-
gence, and machine learning, particularly deep learning, has
proven effective in this process by learning contextual and
lexical features [15]. This research aims to identify challenges
in sentiment analysis and understand the role of sarcasm
detection. It also seeks to develop a system for analyzing
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sentiments, focusing on sarcasm detection to improve accuracy
in determining emotional polarity. This research will look into
current methods and future directions in sentiment analysis
and sarcasm detection. Additionally, it will explore the use of
sentiment analysis in natural language processing and examine
its various applications. Finally, the research will test and
evaluate the proposed model, showing why integrating sarcasm
detection with sentiment analysis is important. In this research,
we explore three key questions that shape our investigation:
What are sentiment and sarcasm, and how do they relate to
each other? How can sarcasm be detected, and how might this
detection be integrated into sentiment analysis without relying
on specific contextual cues? Finally, how can we develop an
efficient model for sentiment analysis and sarcasm identifica-
tion, particularly in the context of written text, whether in a
single language or across multiple languages?

Below are the key challenges in sentiment analysis:

« Difficulty in determining sentiment in sarcastic sentences,
impacting intended meaning.

o Challenges in detecting sarcasm due to context absence,
diverse writing styles, data classification limitations, and
the implicit nature of sarcasm.

o Complexities in classifying sentiment and sarcasm in
multilingual contexts.

o Challenges in sentiment analysis include dealing with
implicit text that lacks contextual information and ad-
dressing issues in written communication caused by the
absence of non-verbal cues such as gestures and facial
expressions.

o Limitations in word vectors focusing on word meaning,
potentially leading to similar vectors for different senti-
ments.

o Exclusion of non-English text affects accuracy and may
introduce bias.

Sarcasm detection and sentiment analysis methods can be
categorized into three types: machine learning, lexical-based,
and hybrid approaches. In machine learning, algorithms are
employed to find patterns in large sets of data. Deep learning,
especially recurrent neural networks (RNNs), is a flexible
framework for understanding written information. Machine
learning techniques include supervised learning, which uses
labeled training data for accurate predictions, and unsuper-
vised learning, which discovers patterns without labeled data.
Common machine learning algorithms like Naive Bayesian,
Support Vector Machine, Artificial Neural Networks, and
the K-means algorithm help analyze sentiments. Hybrid ap-
proaches combine aspects of machine learning and lexical-
based methods to improve accuracy in identifying subtle
sentiments and sarcasm in written content. Researchers have
employed a variety of sophisticated methods in sarcasm detec-
tion and sentiment analysis. Notably, Shah et al. (2) addressed
sarcasm detection in Arabic text by introducing a modified
switch transformer architecture, achieving an 83% accuracy
in ArSarcasm-v2dataset. Yin et al. (7) introduced a multi-
tasks deep neural network, MT SS, incorporating bidirectional
gated recurrent units (Bi-GRU) and attention mechanisms
for simultaneous sarcasm and sentiment analysis. Rao et al.
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(8) devised a robust sarcasm detection methodology utilizing
a Twitter headlines dataset, employing meticulous data pre-
processing and training a recurrent neural network (RNN) with
long short-term memory (LSTM) to achieve a remarkable 92%
accuracy. Shrivastava et al. (11) organized a comprehensive
sarcasm detection model into data preparation, fine-tuning,
and classification modules, incorporating the Next Sentence
Prediction (NSP) module and BERT, achieving 68% accuracy
on the SemEval 2018 Task 3 dataset. Rahaman Wahab Sait et
al. (14) integrated N-gram feature extraction and a Multi-Head
Self-Attention-based gated recurrent unit model, achieving an
impressive accuracy rate of 97.61% on the Twitter dataset.

The key contributions of this paper are as follows:

o Development of a novel architecture that integrates sar-
casm detection into sentiment analysis to improve the
accuracy of the sentiment analysis model and explicitly
demonstrate the influence of identifying sarcasm on the
accuracy of sentiment analysis through systematic com-
parisons.

o This architecture is capable of handling multilingual
contexts, focused on Arabic, English, and code-mixed
Arabic-English datasets.

o Transfer learning is employed through pre-trained word
embedding techniques instead of training embedding
models from scratch. This approach saves time and
enhances accuracy by leveraging existing representations
learned from extensive text data.

o Generating a new code-mixed Arabic-English dataset
customized for sentiment analysis tasks represents a sig-
nificant contribution, especially considering the limited
availability of datasets in this domain.

The rest of the paper is organized in this way: Section
IT offers a review of related work. Section III describes the
proposed system. Section IV discusses the dataset. Section
V outlines the experimental results. Section VI discusses our
findings. Section VII compares the proposed research to recent
studies. Section VIII concludes with a summary and future
research directions.

II. RELATED WORK

Natural language processing has advanced significantly in
sentiment analysis and sarcasm detection. Sentiment analysis
identifies emotional tones in text, while sarcasm detection
focuses on understanding non-literal statements. This section
reviews the literature on these topics, categorizing methods
into three groups: sentiment analysis, sarcasm analysis, and
combined sentiment and sarcasm approaches. The overview
highlights recent developments from the last five years, clari-
fying the evolution and advancements in these methods.

A. Methods for Sentiment Analysis

Sentiment analysis involves the extraction of emotional tone
from text, which is crucial for applications ranging from
customer feedback analysis to social media monitoring. This
subsection reviews methods specifically designed to tackle
sentiment analysis, highlighting their techniques, datasets, and
performance metrics.
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Draskovic et al. [1] introduced a specialized sentiment anal-
ysis model for the Serbian language to address the challenges
associated with sentiment classification in a linguistically
resource-limited environment. The model takes into account
diverse text attributes, including the number of attributes,
stop words, number of n-grams, and attribute type. The
researchers employed three common classification algorithms
(naive Bayes, support vector machine, and logistic regression)
individually and in combination to optimize performance.
Training the models involved three distinct datasets, and the
evaluation was conducted on a collection of Serbian mu-
sic reviews. The NB-LR hybrid model achieved the highest
accuracy, with 79% for binary classification and 58% for
three-class classification. It performs well in binary tasks but
struggles with neutral class separation in three-class scenarios.

Graff et al.[3] presented evolutionary multilingual sentiment
analysis (EvoMSA), a sentiment analysis system designed to
provide a domain-independent and multilingual approach for
sentiment analysis in written text. This model unifies multiple
text classification methods and consistently achieves high
rankings in sentiment analysis competitions across various lan-
guages. EVOMSA comprises two stages: the first stage involves
five text models that transform the text into decision function
values, while the second stage employs an evolutionary di-
rect acyclic graph (EvoDAG), a genetic programming-based
classifier, to make the final sentiment prediction. EvoMSA
achieved notable results, including first places in TASS 2018
and IberEval 2018 tasks, with strong performances in the
HAHA task (F1 score of 79.9%) and the S2 task (macro-F1
score of 72.5%).

Pragati Goel et al. [4] developed a language-independent
system for efficient sentiment analysis of multilingual Twitter
data to overcome the limitations of prior research, which
focused only on English tweets. They utilize the Google
Translator API to transform tweets in multiple languages into
English and employ pre-processing, data modeling, feature
extraction, and a Naive Bayes classifier. A distinguishing
feature of their approach is the integration of Stanford NLP to
model the English language comprehensively, enhancing the
training process. The results indicate an accuracy of 79.4%
and a precision of 0.78 with a dataset of 2000 tweets.

Zahedi et al. [5] developed a model for sentiment clas-
sification on a multilingual dataset of tweets in English,
Urdu, and Roman Urdu. They used machine learning tech-
niques including Logistic Regression, Linear Support Vector
Classifier, Stochastic Gradient Descent, Multinomial Naive
Bayes, and Complement Naive Bayes. The dataset consisted
of 200k tweets in English and Urdu, and 11k in Roman Urdu.
Data preprocessing involved cleaning, stop word removal,
and normalization, with feature extraction using the TF-IDF
vectorizer. An ensemble technique is used to merge predictions
from multiple models, with Logistic Regression achieving the
highest accuracy of 75%.

Arun et al. [6] introduce the Multilingual Twitter for senti-
ment analysis (MLTSA) algorithm as a solution to challenges
in sentiment analysis of non-English tweets. Classified into
two parts, the algorithm first detects and utilizes Natural Lan-
guage Processing (NLP) to convert tweets in languages other
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than English into English and then employs NLP-supported
pre-processing to mitigate data sparsity. Utilizing Support
Vector Machines (SVM), MLTSA achieves a commendable
accuracy of up to 95%. The dataset, sourced from Twitter’s
API, centers around tweets related to the Chief Minister of
Andhra Pradesh in various languages, predominantly English,
Hindi, and Telugu.

Londhe et al. [9] developed a sentiment analysis system
for predicting sentiment from multilingual user comments,
overcoming the challenge of limited language dictionaries.
Their hybrid model combines the Social Eagle Algorithm
(SoEo) with a deep Bidirectional LSTM classifier. The pro-
cess involves transliterating languages into a common format,
standardizing slang, emojis, and abbreviations, and using TF-
IDF for feature extraction. The SoEo algorithm, inspired by
eagle hunting and coyote adaptation, improves solution search
through phases of hand-pick, scavenge, and descend. This
model achieves high performance with 91.572% accuracy,
89.196% precision, 91.551% recall, and 89.019% F1 measure.

B. Methods for Sarcasm Detection

Sarcasm detection is a specialized task that requires un-
derstanding the subtleties of language to identify statements
meant to convey irony or humor. This subsection reviews
methods focused on sarcasm analysis, detailing their tech-
niques, datasets, and performance outcomes.

Rao et al. [8] developed for sarcasm detection using Twit-
ter data involved selecting the ’Twitter headlines dataset’
from Kaggle, containing about 30,000 tweets. Data was pre-
processed through tokenization, stemming, lemmatization, and
word embeddings, and then used to train an LSTM-based
recurrent neural network (RNN). The model achieved up to
92% accuracy after multiple training epochs.

Gupta et al. [10] developed a sentiment analysis method
for social network interactions that focuses on emoticons and
sarcasm. The process begins with uploading unfiltered text,
followed by removing stop words and refining the text. A
neural network is then trained to classify text as positive
or negative, using a generator to aid in this classification.
The system also identifies emoticons and retrains the neural
network to detect sarcasm. The method achieved a notable
96.34% accuracy in distinguishing sentiments in both sarcastic
remarks and emoticons.

Shrivastava et al. [11] developed a sarcasm detection model
with three main components: Data Preparation, Model Fine
Tuning, and Classification. The Data Preparation Module
focused on handling unstructured data by preprocessing and
organizing it into structured columns, including adapting the
Next Sentence Prediction (NSP) into a classification task with
new labels for sarcasm. The Fine-Tuning Module involved
classifying data using a BERT tokenizer and pretrained model.
Finally, the Classification Module used a feedforward neural
network to identify sarcasm in the processed data. Their
model, tested on the SemEval 2018 Task 3 dataset, achieved
a 68% accuracy, demonstrating its effectiveness in detecting
sarcasm.

Rahaman Wahab Sait et al. [14] presented a comprehensive
approach for the detection and classification of sarcasm in
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text data. This method incorporates multiple stages, beginning
with text pre-processing involving tasks like lemmatization,
stopword removal, and tokenization. It continues with N-gram
feature extraction, combining neighboring tokens into n-grams,
followed by a classification step employing a Multi-Head Self-
Attention-based Gated Recurrent Unit (MHSA-GRU) model.
This study achieved an impressive accuracy rate of 97.61%
on the Twitter dataset and compared it to other state-of-the-art
methods.

Murali Krishna et al. [15] introduced a model that utilizes a
recurrent neural network for sarcasm detection in text. This
method incorporates a two-level classification system that
considers both emotional and semantic dimensions within the
text. The first level focuses on finding sentiment hard attention
from each word within the sentence, while the second level is
focused on identifying the underlying semantics present in it.
The semantic representation of sentiment analyzed from tweets
is obtained through mathematical representations involving
tanh and soft-max functions. For manually annotated datasets,
it achieves an accuracy level of up to 78.42%, while for
automatically annotated datasets, the accuracy is even higher,
reaching up to 97.06%.

Ghanem et al. [16] developed a multilingual and multicul-
tural system for irony detection across English, French, and
Arabic. They compared monolingual approaches using feature-
based methods and neural architectures with monolingual
word embeddings. The findings show that semantic-based
embeddings outperform lexicon-based and surface features.
Cross-lingual performance varied due to dialect words and
the need for text-based features for weak semantic detection.
CNN models achieved F1 scores between 34.1% and 62.4%,
with the best results in French-Arabic and English-Arabic
pairs. RF models showed F1 scores ranging from 42.9% to
74.6%, performing best in Arabic-English and Arabic-French
contexts.

Cignarella et al. [17] investigate the efficacy of features
based on syntax dependency in multilingual irony detection.
They conduct three distinct experimental settings, examining
the impact of these features when combined with classical
machine learning models, the use of various word embeddings
including fastText and dependency-based embeddings, and the
integration of syntactic features into the state-of-the-art BERT
model for irony detection. The results demonstrate that the
inclusion of syntax features can enhance model performance.
The integration of dependency-based syntactic features into
M-BERT generally improved irony detection, with notable
gains in Fl-scores: English (68.2%), Spanish (66.8%), French
(78.5%), and Italian (70.3%).

Han et al. [18] developed the X-PuDu system for the
ISarcasmEval and SemEval-2022 Task 6, aimed at detecting
sarcasm in English and Arabic. The system uses a pro-
cessing step: pre-training, and fine-tuning with large-scale
language models like ERNIE-M and DeBERTa. For single-
sentence tasks, it fine-tunes pre-trained Transformers, while for
sentence-pair tasks, it employs multi-layer Transformer blocks.
It enhances performance by fine-tuning on both Arabic and
English data and uses ensemble learning with k-fold cross-
validation to optimize model selection. The ERNIE-M model
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achieved 82.50% accuracy in English and 90.50% in Arabic.

C. Methods for Both Sentiment and Sarcasm Detection

Combining sentiment and sarcasm analysis within a single
model offers a more integrated approach to understanding
complex emotional content. This subsection reviews methods
that address both sentiment and sarcasm, focusing on their
integrated techniques and overall performance.

Shah et al. [2] developed a new approach for detecting
irony and sarcasm in Arabic text using a modified switch
transformer architecture. They introduce Variational Enmesh
Expert’s Routing (VEeR) and Probabilistic Projections to en-
hance embedding generation. By dynamically controlling the
flow of information with variational techniques, their model
adapts to different input paths. Their method achieved an 83%
accuracy in sarcasm detection and 51% in sentiment classifi-
cation, using the ArSarcasm-v2 dataset of Arabic tweets.

Yin et al. [7] introduced MT_SS, a deep neural network
designed for multitasking to detect sarcasm and perform
sentiment analysis. The model utilizes bi-directional gated
recurrent units (BiGRU) with attention mechanisms to capture
both local and global sentence features. It incorporates GloVe
embeddings for word representation, BIGRU for contextual
encoding, and task-specific fully connected layers for sarcasm
and sentiment classification. Additionally, it uses CNNs for
spatial features and a bilinear tensor layer for intertask commu-
nication. The final classifications are made with concatenated
representations and softmax classifiers. MT_SS outperformed
existing methods, achieving 90.03% and 92.01% accuracy for
sarcasm and sentiment analysis on Dataset 1, and 91.04% and
92.28% on Dataset 2.

Mahdaouy et al. [12] developed a multi-task learning (MTL)
model that integrates a Transformer-based BERT encoder with
a multi-task attention module and two classifiers for sarcasm
detection (SD) and sentiment analysis (SA). The BERT en-
coder, using pre-trained MARBERT, generates contextualized
word embeddings from tweets. The model features a multi-
task attention module with task-specific layers and a Sigmoid
task-interaction layer, along with classifiers Fsarc for sarcasm
and Fsent for sentiment. This MTL model, named ATTINTER,
outperforms single-task models, achieving 76.80% accuracy
in sarcasm detection and 71.07% in sentiment analysis, by
leveraging the relationship between negative sentiment and
sarcasm.

Naski et al. [13] introduced a method that utilizes pre-
trained contextualized text representation models for natural
language understanding, with a particular focus on Arabic
language comprehension. They extensively explored various
BERT models, including a multilingual cased BERT (mBERT)
and specialized Arabic BERT variants (AraBERT, ARBERT,
and MARBERT). The study’s primary objectives encompassed
sarcasm detection and sentiment analysis in Arabic text. They
achieved an accuracy of 68.8% in sarcasm detection, and for
sentiment analysis, they achieved an accuracy of 72%.

A summary of the results from these studies is provided in
Table I, offering a concise comparison of their performance
metrics.
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TABLE 1
SUMMARY OF RELATED WORK PERFORMANCE METRICS
Study Task Accuracy(%)
Sarcasm | sentiment
Draskovic[1] Sentiment - 79
Graff[3] Sentiment - 79.9
Pragati[4] Sentiment - 79.4
Zahedi[5] Sentiment - 75
Arunet[6] Sentiment - 95
Londhe[9] Sentiment - 91.572
Rao[8] Sarcasm 92 -
Gupta[10] sarcasm 96.34 -
Shrivastava[11] Sarcasm 68 -
Rahaman[14] Sarcasm 97.61 -
Murali[15] Sarcasm 78.42 -
Ghanemet[16] Sarcasm F1:74.6 -
Cignarellaet[17] Sarcasm F1:78.5 -
Hanet[18] Sarcasm 90.50 -
Shahet[2] Sarcasm, Sentiment 83 51
Yin[7] Sarcasm, Sentiment 92.01 90.03
Mahdaouy][12] Sarcasm, Sentiment 76.8 71.07
Naski][13] Sarcasm, Sentiment 68.8 72

III. PROPOSED SYSTEM

The proposed system aims to effectively handle multilingual
sarcasm detection and sentiment analysis tasks, leveraging
pre-trained word embedding and deep learning models for
robust results and evaluated using k-fold cross-validation. The
proposed system combines sarcasm detection and sentiment
analysis using advanced deep learning methods, including
Recurrent Neural Networks (RNNs) models. It pre-processes
text data based on language detection, trains a sarcasm de-
tection model, incorporates sarcasm features into a sentiment
analysis model, and evaluates overall performance through k-
fold cross-validation, showcasing its effectiveness in capturing
linguistic nuances for both tasks as shown in Figure 1.

A. Language Identification

In this study, which covers two languages, Arabic and En-
glish, the proposed system is designed to identify the language
of the dataset, differentiating between Arabic content, English
content, and code-mixed content. This task is accomplished
using the Python Langdetect library. The outcomes from this
language identification step are essential for guiding the subse-
quent processes. During training, both sentiment and sarcasm
datasets are utilized as inputs, whereas during classification,
only the testing samples are processed.

B. Translation

The proposed system uses the Google API Translator to
convert the text in the code-mixed dataset into English text.

C. Pre-processing

The proposed system involves two languages, Arabic and
English. According to the dataset language recognized from
the language identification phase, the pre-processing phase
loads the dedicated language processing functions. The pre-
processing phase encompasses the following steps:

o Common Pre-processing Steps for Both Languages:
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— Eliminate noise and insignificant elements like user-
names, special characters, numbers, html tags, and
urls.

— Remove hashtags, as this study operates under the
assumption of an unknown context.

— Address repeated characters.

— Substitute emojis with their corresponding text in
the detected language.

— remove stop-words according to detected language.

o For the Arabic language, remove non-Arabic text and
perform text normalization.

D. Feature Extraction

This phase consists of the following actions:

o Generate tokens for all words in sarcasm and sentiment
datasets

« Utilize a pre-existing word embedding model and gener-
ate an embedding representation encompassing the em-
beddings for all words from both datasets.

E. Sarcasm Detection

The proposed system employs a deep learning architecture
that uses Recurrent Neural Networks (RNNs) to address both
sarcasm detection and sentiment analysis.

The steps involved are as follows:

o Train a classifier using the word embeddings from the
sarcasm detection dataset, which were obtained during
feature extraction phase, and refer to it as the sarcasm
detection model.

o Evaluate the sarcasm detection model’s performance
through k-fold cross-validation.

o Utilize the sarcasm model to extract sarcasm-related
features from the embedding of the sentiment analysis
dataset, which will be used in the subsequent sentiment
analysis phase.

F. Sentiment Analysis

The following steps are involved:

o Combine the extracted sarcasm features with the senti-
ment analysis dataset embeddings.

e Train a classifier using this combined data and refer to it
as the sentiment analysis model.

o Evaluate the overall performance of the sentiment anal-
ysis model, which encompasses both sarcasm detection
and sentiment analysis components using K-fold cross-
validation.

IV. DATASET

The proposed system makes use of two separate datasets:
one for the sentiment analysis task and another for the sarcasm
detection task. Alternatively, the model has the flexibility to
utilize a single dataset for both tasks. This requires the dataset
to include labels for both sentiments (positive, negative, or
neutral) and sarcasm (sarcastic or not sarcastic). The proposed
system employed established benchmark datasets, with sam-
ples for each dataset illustrated in Table II.
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Fig. 1. Proposed system

e ArSarcasm-v2 Dataset [19]: The ArSarcasm-v2 dataset is
an expansion from the initial ArSarcasm dataset created
as part of a shared task. It comprises 15,548 tweets
sourced from ArSarcasm dataset (SemEval 2017 and
ASTD). The dataset has been annotated with sarcasm and
dialect labels.

e iSarcasmEval dataset [20]: The iSarcasmEval dataset,
customized for SemEval 2022 Task 6, showcases self-
labeled sarcasm data in English and Arabic, with authors
assigning sarcasm labels directly. This dataset comprises
4,867 texts.

« IMDB Movie Reviews dataset [21]: The IMDB dataset,
designed for sentiment analysis in English, comprises
50,000 movie reviews and is intended for binary sen-
timent classification.

o The SentiMixArEn Dataset: is a new code-mixed dataset
in Arabic-English tailored for sentiment analysis tasks,
comprising 1,007 instances. We created the SentiM-
ixArEn dataset from the SentMixA-3L [22] dataset by
translating non-English text into Arabic.

V. EXPERIMENTAL RESULTS

Our experiment aims to explore the impact of incorporating
sarcasm in sentiment analysis. We hypothesized that adding
sarcasm detection would improve sentiment analysis accuracy.
For word embedding, we utilized pre-trained models to rep-
resent textual features as described in Table III. This step
is crucial as deep learning models require numerical input.
Transfer learning was employed to leverage pre-learned fea-
tures, accelerating model training, and enhancing performance.
The model is trained with a dynamic learning rate and early
stopping to optimize convergence and prevent over-fitting.
Training occurs over a maximum of 100 epochs, utilizing a
batch size of 256. In the performance evaluation phase, we

TABLE 11
TEXT SAMPLE WITHIN THE DATASET

Dataset Text Labels
ArSarcasm- Negative,
V2 [19] Sarcastic
ArSarcasm- Negative,
V2 [19] Not sarcastic
Isarcasm Maccies are becoming too regular Not sarcastic
Eval [20]
Isarcasm The only thing T got from college is a caffeine | Sarcastic
Eval [20] addiction
IMDB [21] A wonderful little production. The filming technique | Positive

is very unassuming- very old-time-BBC fashion ..
IMDB [21] This movie was a failure as a comedy and a film in Negative

general. It was a very slow paced movie, ...
SentiMix This morning’s sunrise was absolutely stunning Positive
ArEn [22]
SentiMix Negative
ArEn [22] but now I feel let down and helpless

used accuracy as the primary metric, measured through k-fold
cross-validation (k=10). Accuracy calculates the ratio of accu-
rately classified instances to the overall number of instances
within the dataset. This metric provides a straightforward
assessment of the model’s classification performance, aligning
with commonly used evaluation practices in machine learning,
particularly for classification tasks. In this experiment, we
present a comparative analysis of two sentiment analysis
models: the proposed system, referred to as (SA+SD), and
a baseline sentiment analysis model without the incorporation
of a sarcasm detection feature, referred to as (SA). (SA+SD)
represents our proposed system which integrates both senti-
ment analysis and sarcasm detection.

A. Experiment 1: Arabic-language Dataset

1) Goal: In Arabic-language dataset, the goal of this exper-
iment section is to compare various classifiers, such as LSTM
and BiLSTM, along with various embedding techniques, to
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TABLE III

USED PRE-TRAINED WORD EMBEDDING MODELS
Model Source
Arabic Full Grams CBOW 300 Twitter
‘Word2Vec
Arabic Arabic Corpus (1.75B tokens, 1.5M vocab, 256d vectors)
GloVe
Arabic Fast- | Common Crawl/Wikipedia using fastText (CBOW, dim-
Text 300, char n-grams 5)
Arabic Bert | AraBERT v2 aubmindlab/bert-base-arabertv02
English GoogleNews-vectors-negative300
Word2Vec
English Common Crawl (840B tokens, 2.2M vocab, cased, 300d
GloVe vectors, 2.03 GB download)
English 2 million word vectors generated through training on
FastText Common Crawl, encompassing 600 billion tokens
English bert-base-uncased
Bert

determine the optimal classifier and embedding method for
sarcasm detection in sentiment analysis. Additionally, the
experiment seeks to assess how sarcasm-detected features
influence the performance of sentiment classification models
using various classifiers and embedding techniques.

2) Setup: This experiment section employs the ArSarcasm-
v2 dataset for the sarcasm detection and sentiment analysis
task. Each entry in the dataset is annotated with labels for
both sarcasm and sentiments.

3) Results: The results presented in Figure 2 and Table
IV demonstrate a notable performance improvement when
incorporating sarcasm features alongside sentiment analysis
in the models. Across all classifiers and feature extraction
methods, the sentiment analysis combined with sarcasm de-
tection consistently outperforms sentiment analysis alone in
terms of accuracy. For instance, BILSTM models with GloVe
embeddings exhibit the highest accuracy, reaching 94.55%
for sarcasm detection, 80.87% for sentiment analysis, and
90.53% when both features are combined. This suggests that
integrating sarcasm detection features enhances the model’s
ability to discern subtle nuances in language, contributing
to a more comprehensive sentiment analysis. The impact of
sarcasm features is particularly evident in models utilizing
bidirectional LSTM architecture, emphasizing the importance
of context understanding for accurate sentiment interpretation,
especially in scenarios where sarcasm is prevalent. It is worth
highlighting that the incorporation of sarcasm features into the
model of sentiment analysis resulted in a noticeable improve-
ment in the sentiment analysis task accuracy as evidenced in
Table V and Table VI. For the BILSTM classifier, there is a
consistent improvement in sentiment analysis accuracy when
sarcasm features are added, with the joint Sarcasm Detection
and sentiment analysis outperforming the sentiment analysis
without joint sarcasm detection features across all k-folds.
Notably, the accuracy improvement ranges from approximately
2% to over 10%, showcasing the substantial positive impact of
considering sarcasm-related information. Similarly, the LSTM
classifier demonstrates consistent accuracy enhancements with
the inclusion of sarcasm features, with the joint Sarcasm
Detection and sentiment analysis consistently surpassing the
sentiment analysis without joint sarcasm detection features.
The results highlight the significance of incorporating sarcasm
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features to enhance sentiment analysis models, providing valu-
able insights for model optimization in scenarios involving
sarcasm detection in the ArSarcasm-v2 Dataset. This finding
demonstrated that for datasets with sarcastic expressions, it
is crucial to use a sentiment analysis model that incorporates
sarcasm-related features. This is important because sarcasm
can alter sentiment polarity, making accurate sentiment anal-
ysis challenging. By integrating sarcasm detection, our model
can better interpret the nuanced meanings of sarcastic remarks.

K-fold cross validation accuracy (K=10)

100.00%

60.00%

40.00%

20.00%

0.00%
Word2Vec fasttext  glove bert Word2Vec fasttext  glove bert
LST™M LST™M LSTM LST™M BILSTM  BILSTM  BILSTM = BILSTM

—— Accuracy SA ACC. Accuracy SA +SD (Proposed)

Fig. 2. K-fold cross-validation accuracy (k=10) on ArSarcasm-v2 dataset

TABLE IV
ACCURACY OF 10-FOLD CROSS-VALIDATION FOR ARSARCASM-V2
DATASET
n Accuracy (%)
Classifier | Feature Extractor 5D SA SA+SD (Proposed)
LSTM Word2Vec 86.22 | 72.07 75.64
LSTM fasttext 84.86 | 71.84 76.31
LSTM glove 91.0 | 82.26 85.96
LSTM bert 87.03 | 77.16 83.14
BILSTM Word2Vec 85.80 | 73.26 80.24
BILSTM fasttext 85.75 | 72.92 80.81
BILSTM glove 94.55 | 80.87 90.53
BILSTM bert 88.85 | 81.32 88.15
TABLE V
ACCURACY OF 10-FOLD CROSS-VALIDATION: ARSARCASM-V2 WITH
BILSTM
K BiLstm+Word2Vec | BiLstm+Fasttext | BiLstm+Glove BiLstm+Bert
SA SA+SD SA SA+SD | SA SA+SD | SA SA+SD
proposed proposed proposed proposed
1 70.68 | 71.32 68.42 | 67.85 66.17 | 68.04 68.10 | 68.94
2 | 73.18] 74.79 72.15 | 73.50 76.78 | 76.59 78.97 | 76.59
3 [70.93] 72.60 72.09 | 73.12 77.43 | 85.40 76.85 | 78.97
4 74.28 | 77.81 73.89 | 77.17 81.54 | 93.12 81.80 | 87.91
5 | 71.64|78.52 72.411]79.16 79.87 | 95.88 81.54 | 90.29
6 |73.76]| 81.16 73.38 | 81.80 82.44 | 96.40 82.3293.76
7 75.56 | 84.63 74.98 | 87.07 85.27 | 97.56 85.53 | 95.05
8 [75.05]86.17 73.05 | 87.91 86.11| 97.17 84.24 | 96.53
9 |73.23| 86.36 74.39 | 88.87 86.10| 97.17 86.87 | 97.04
10 | 74.26 | 89.06 74.39 | 91.63 86.94 | 98.01 86.94 | 96.46
AVG | 73.26 | 80.24 72.92 | 80.81 80.87 | 90.53 81.32| 83.15

B. Experiment 2: English-language Dataset

1) Goal: In English-language dataset, this experiment aims
to find the best classifier and embedding technique for sarcasm
detection and sentiment analysis tasks. It also investigates how
sarcasm-detection features impact sentiment analysis models
across different classifiers and embedding techniques.
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TABLE VI
ACCURACY OF 10-FOLD CROSS-VALIDATION: ARSARCASM-V2 WITH
LSTM
K Lstm+Word2Vec | Lstm-+Fasttext Lstm+Glove Lstm+Bert
SA SA+SD | SA SA+SD | SA SA+SD | SA SA+SD
proposed proposed proposed proposed
1 70.48 | 69.97 69.45| 70.10 67.07 | 67.91 68.94 | 69.00
2 | 7344 73.89 73.44 | 74.21 80.51 | 74.66 75.69 | 75.24
3 69.52 | 71.06 70.42 | 69.84 81.09 | 80.45 74.02 | 73.63
4 | 7299 74.08 71.90 | 74.73 83.34 | 85.66 77.17 | 80.84
5 71.38 | 74.08 70.93 | 73.70 82.64 | 87.52 77.17 | 82.83
6 | 7145|7537 71.90 | 76.78 84.95 | 89.26 76.46 | 86.50
7 74.86 | 78.97 73.05 | 80.96 8592 92.15 80.39 | 90.10
8 73.12| 78.78 71.32| 78.84 84.69 | 93.57 78.78 | 90.35
9 | 71.43| 79.60 72.72 | 81.79 86.62 | 93.82 82.05 | 91.25
10 | 72.07 | 80.63 73.29 | 82.18 85.71 | 94.59 80.89 | 91.70
AVG | 72.07 | 75.64 71.84| 76.31 82.26 | 85.96 77.16 | 83.14

2) Setup: In this experiment, the IsarcasmEval dataset is
utilized for sarcasm detection, while the IMDB Movie Reviews
dataset is used for sentiment analysis. Each entry in the
sarcasm dataset is labeled with a sarcasm label, and each entry
in the sentiment dataset is labeled with a sentiment category.

3) Results: Figure 3 and Table VII present notable varia-
tions in the accuracy of sarcasm detection models, depending
on the feature extraction and classifier algorithm. The highest
accuracy, reaching 89.65%, is achieved using the glove feature
extraction method and BILSTM classifier for the IsarcasmEval
dataset. In terms of sentiment analysis, the models without
incorporating sarcasm detection features exhibit accuracies
ranging from 87.09% to 94.83%. The incorporation of sarcasm
detection features into sentiment analysis models yields an
improvement in accuracy, as evidenced by the highest values
ranging from 90.90% to 96.63%. This indicates that leveraging
sarcasm detection features enhances the overall effectiveness
of sentiment analysis models, suggesting a positive effect in
discerning sentiment nuances in text, especially when sarcasm
is considered. The BILSTM classifier with glove feature
extraction stands out with the highest combined accuracy of
96.63% for IMDB Movie Reviews dataset, emphasizing the
effectiveness of this particular configuration in joint sarcasm
detection and sentiment analysis tasks. Table VIII and Table
IX present the accuracy results of k-fold cross-validation for
sentiment analysis (SA) and joint sarcasm detection with
sentiment analysis (Joint SD and SA) using different classi-
fiers (BILSTM and LSTM) with various word embeddings
(Word2vec, Fasttext, Glove, Bert) on the IMDB dataset for
sentiment model and IsarcasmEval Dataset for sarcasm model.
The inclusion of sarcasm features in the sentiment analysis
models has a notable impact on performance. In general,
the accuracy improvement ranges from approximately 2%
to over 10%, highlighting the substantial positive impact of
incorporating sarcasm-related information. The joint models
tend to slightly underperform compared to the sentiment-only
models for lower values of k (number of folds) but demonstrate
significant improvement as k increases. This suggests that
the joint models benefit from more extensive cross-validation,
likely due to the nuanced nature of sarcasm detection. The
BILSTM model demonstrates an average accuracy ranging
from 92.89% to 96.63%, while the LSTM model shows a
range of 90.90% to 94.71%. The average accuracy across all
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settings indicates that joint models consistently outperform the
sentiment-only model, as sarcasm can alter sentiment polarity
and significantly affect overall understanding.

K-fold cross validation accuracy (K=10)
98.00%
96.00%
94.00%
92.00% —
90.00%
88.00%
86.00%
84.00%
82.00%

word2vec fasttext glove bert word2vec fasttext glove bert
LSTM LSTM LSTM LSTM  BILSTM BILSTM BILSTM BILSTM
——— Accuracy SA ACC. Accuracy SA +SD (Proposed)

Fig. 3. K-fold cross-validation accuracy (k=10) on IMDB Movie Reviews
dataset and IsarcasmEval Dataset

TABLE VII
ACCURACY OF 10-FOLD CROSS-VALIDATION: IMDB, AND
ISARCASMEVAL DATASETS

Classifier | Feature Extractor ) Sicourasczizg (Proposed)
LSTM Word2Vec 79.10 | 87.09 90.90
LSTM fasttext 85.21 | 91.90 94.71
LSTM glove 87.00 | 91.76 94.40
LSTM bert 79.41 | 87.72 92.90

BILSTM Word2Vec 80.44 | 87.78 92.89

BILSTM fasttext 82.83 | 92.77 96.44

BILSTM glove 88.52 | 94.83 96.63

BILSTM bert 87.10 | 90.61 94.14

TABLE VIII

CCURACY OF 10-FOLD CROSS-VALIDATION: IMDB, AND ISARCASMEVAL
DATASETS WITH BILSTM

K BiLstm+Word2Vec | BiLstm+Fasttext | BiLstm+Glove BiLstm+Bert
SA SA+SD SA SA+SD | SA SA+SD | SA SA+SD
proposed proposed proposed proposed

1 83.18 | 83.10 84.30 | 83.56 83.54| 83.32 81.76 | 81.84
2 | 87.50| 86.86 91.14 | 90.84 93.92|91.78 89.44 | 88.42
3 87.38 | 89.92 92.04 | 94.88 94.58 | 95.32 90.18 | 89.90
4 ] 87.64]92.04 92.52 | 97.48 95.38 | 98.46 90.48 | 94.62
5 87.54| 93.48 93.22 | 98.82 95.72 | 98.74 91.12| 95.82
6 | 88.88]94.78 93.94 | 99.64 96.10 | 99.64 91.84 | 97.60
7 |87.80]95.54 93.54 | 99.66 96.04 | 99.66 91.44 | 97.40
8 |89.00|96.72 95.28 | 99.76 97.38 | 99.76 92.58 | 98.16
9 18940 98.12 95.60 | 99.90 97.50 | 99.68 93.48 | 98.28
10 | 89.48| 98.36 96.12 | 99.86 98.14 | 99.92 93.82 | 99.40
AVG | 87.78 | 92.89 92.77 | 96.44 94.83 | 96.63 90.61 | 94.14

C. Experiment 3: Code-Mixed Arabic-English Dataset

1) Goal: In this experiment utilizing an Arabic-English
code-mixed dataset, the primary objective is to identify op-
timal methods for detecting sarcasm in sentiment analysis.
It investigates different classifiers and embeddings, taking
into account how sarcasm-detection features impact sentiment
analysis models

2) Setup: In this experiment, the IsarcasmEval dataset is
utilized for sarcasm detection, while the SentiMixArEn dataset
is used for sentiment analysis. Each entry in the sarcasm
dataset is labeled with a sarcasm label, and each entry in the
sentiment dataset is labeled with a sentiment category.
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3) Results: The results presented in Figure 4 and Table X
illustrate that integrating sarcasm detection task in sentiment
analysis task (SA+SD) significantly improves accuracy com-
pared to sentiment analysis alone (SA). For instance, using
LSTM with the fasttext feature extractor, accuracy increases
from 96.43% (SA) to 98.51% (SA+SD). Similarly, when
considering the LSTM classifier with word2vec (cbow) em-
beddings, the sentiment analysis model achieves an accuracy
of 93.25%. However, when sarcasm features are integrated
into the model, the accuracy substantially increases to 95.54%.
Additionally, with glove, and bert embeddings, the addition of
sarcasm features leads to even more substantial improvements,
reaching 97.72%, and 92.97% respectively. Overall, models
that include sarcasm detection consistently outperform those
relying solely on sentiment analysis, demonstrating the im-
portance of accounting for sarcasm in text classification. it is
evident that the utilization of fasttext embeddings consistently
yields the highest accuracy, achieving 96.43% for sentiment
analysis, and 98.51% for sentiment analysis incorporating
sarcasm features. Additionally, the results indicate that Bi-
LSTM with GloVe embeddings achieves the second-highest
accuracy in this scenario, scoring 97.72% for sentiment anal-
ysis alone and 98.02% when incorporating sarcasm. Table
XI and Table XII present the detailed accuracy results of
k-fold cross-validation for sentiment analysis (SA) and joint
sarcasm detection and sentiment analysis (Joint SD and SA)
models, using different embeddings and classifiers (BILSTM
or LSTM) across various values of k (1 to 10). The addition
of sarcasm detection features (Joint SD and SA) to sentiment
analysis models shows a consistent improvement in accuracy
across different embeddings and classifiers. In both BILSTM
and LSTM architectures, the Joint SD and SA models con-
sistently outperform their SA counterparts, indicating that
incorporating sarcasm detection features enhances the overall
effectiveness of sentiment analysis models. The improvement
is more pronounced in certain scenarios, such as BILSTM
with Fasttext embeddings. The average accuracy for Joint SD
and SA models is consistently higher than that of SA models
alone, demonstrating the positive impact of sarcasm features
on sentiment analysis tasks.

TABLE IX
ACCURACY OF 10-FOLD CROSS-VALIDATION: IMDB, AND
ISARCASMEVAL DATASETS WITH LSTM

K Lstm+Word2Vec | Lstm+Fasttext Lstm+Glove Lstm+Bert
SA SA+SD | SA SA+SD | SA SA+SD | SA SA+SD
proposed proposed proposed proposed
1 83.52| 82.70 84.24 | 83.98 83.68 | 84.06 82.02 | 81.82
2 | 87.12| 86.40 91.20 | 90.22 90.90 | 88.52 87.06 | 88.58
3 86.96 | 88.80 91.76 | 92.06 91.06 | 91.88 86.86 | 90.92
4 | 87.58]| 89.94 92.14 | 94.52 92.02 | 94.00 87.66 | 92.40
5 87.08 | 90.70 92.94 | 96.00 92.38 | 95.60 87.44 | 93.30
6 | 8790|9252 92.66 | 97.14 92.92| 96.52 88.94 | 95.08
7 86.80 | 92.42 92.30 | 96.80 92.22| 97.76 87.90 | 95.08
8 87.76 | 95.06 94.00 | 98.46 94.00 | 98.38 89.32 | 96.84
9 | 87.96| 94.98 93.28 | 98.92 94.00 | 98.64 89.96 | 97.26
10 | 88.24| 95.52 94.52| 98.98 94.38 | 98.68 90.04 | 97.68
AVG | 87.09 | 90.90 91.90 | 94.71 91.76 | 94.40 87.72 | 92.90
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Fig. 4. K-fold cross-validation accuracy (k=10) on SentiMixArEn and Isar-
casmEval Datasets

TABLE X
ACCURACY OF 10-FOLD CROSS-VALIDATION: SENTIMIXAREN, AND
ISARCASMEVAL DATASETS.

Classifier | Feature Extractor SD Siccurasc/ii?g (Proposed)
LSTM Word2Vec 80.03 | 93.25 95.54
LSTM fasttext 82.54 | 96.43 98.51
LSTM glove 87.04 | 96.33 97.72
LSTM bert 79.54 | 89.58 92.97

BILSTM Word2Vec 79.93 | 93.85 96.63

BILSTM fasttext 84.00 | 95.93 98.51

BILSTM glove 89.24 | 97.72 98.02

BILSTM bert 84.10 | 93.76 95.44

VI. DISCUSSION

In our experiments, we utilized pre-trained models for word
embedding, as detailed in Table II. This approach, known as
transfer learning, allowed us to leverage existing knowledge
and resources rather than training models from scratch. By
harnessing pre-trained models, we accelerated model train-
ing and enhanced performance, demonstrating the efficiency
and effectiveness of transfer learning in our deep learning
framework. Our experiments revealed that bidirectional LSTM
models indeed exhibit longer processing times compared to
unidirectional LSTM models. This observation aligns with
existing literature, which commonly reports that bidirectional
models require more computational resources due to their
ability to capture context in both the forward and reverse
directions. Despite the increased processing time, the BILSTM
model showcased enhanced accuracy in our experiments, as
evidenced in Table III, Table VI, and Table IX. This can
be attributed to its ability to capture richer contextual in-
formation by considering both past and future states of the
input sequence. Using BERT embeddings adds computational
overhead and increases processing time, but it improves per-
formance by capturing detailed semantic features, enhancing
both sarcasm detection and sentiment analysis. Moreover, our
proposed system involves a joint task of sarcasm detection
followed by sentiment analysis. The inclusion of the sarcasm
detection phase adds an extra layer of complexity to the overall
processing pipeline. Consequently, the proposed model’s exe-
cution time is further prolonged compared to models solely
dedicated to sentiment analysis. However, our experiments
demonstrate that the joint model achieves superior accuracy
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TABLE XI
ACCURACY OF 10-FOLD CROSS-VALIDATION: SENTIMIXAREN, AND
ISARCASMEVAL DATASETS WITH BILSTM

K BiLstm+Word2Vec | BiLstm+Fasttext | BiLstm+Glove BiLstm+Bert
SA SA+SD SA SA+SD | SA SA+SD | SA SA+SD
proposed proposed proposed proposed

1 83.17| 86.14 87.13| 87.13 88.12| 84.16 73.27|72.28
2 |97.03]95.05 95.05 | 99.01 99.01 | 96.04 95.05 | 93.07
3 96.04 | 97.03 95.05 | 99.01 98.02 | 100.00 | 95.05 | 97.03
4 | 88.12] 94.06 95.05 | 100.00 98.02 | 100.00 | 95.05 | 98.02
5 91.09 | 99.01 98.02 | 100.00 98.02 | 100.00 | 97.03 | 98.02
6 |97.03)|97.03 96.04 | 100.00 97.03| 100.00 | 94.06 | 99.01
7 197.03]99.01 99.01 | 100.00 100.00 100.00 | 94.06 | 98.02

8 ]99.00| 100.00 99.00 | 100.00 100.00 100.00 | 99.00 | 100.00

9 196.00]| 99.00 96.00 | 100.00 99.00 | 100.00 | 98.00 | 100.00
10 | 94.00 | 100.00 99.00 | 100.00 100.00 100.00 | 97.00 | 99.00
AVG | 93.85]| 96.63 95.93 | 98.51 97.72| 98.02 93.76 | 95.44

TABLE XII

ACCURACY OF 10-FOLD CROSS-VALIDATION: SENTIMIXAREN, AND
ISARCASMEVAL DATASETS WITH LSTM

K Lstm+Word2Vec | Lstm+Fasttext Lstm+Glove Lstm+Bert
SA SA+SD | SA SA+SD | SA SA+SD | SA SA+SD
proposed proposed proposed proposed
1 85.15 | 86.14 86.14 | 88.12 85.15 | 83.17 75.25| 67.33
2 ]197.03| 96.04 96.04 | 98.02 97.03 | 97.03 93.07 | 95.05
3 195.05| 94.06 98.02 | 100.00 | 98.02 | 99.01 89.11 | 88.12
4 190.10 | 94.06 94.06 | 99.01 97.03 | 99.01 93.07 | 93.07
5 194.06| 96.04 98.02 | 100.00 | 97.03 | 100.00 | 82.18 | 94.06
6 |94.06|97.03 96.04 | 100.00 | 96.04 | 100.00 | 95.05 | 99.01
7 |96.04| 98.02 100.00 100.00 100.00 100.00 | 92.08 | 96.04
8 |95.00| 100.00 99.00 | 100.00 | 98.00 | 100.00 | 89.00 | 99.00
9 ]96.00 | 98.00 97.00 | 100.00 | 97.00 | 99.00 95.00 | 99.00
10 ] 90.00 | 96.00 100.00 100.00 | 98.00 | 100.00 | 92.00 | 99.00
AVG | 93.25| 95.54 96.43 | 98.51 96.33 | 97.72 89.58 | 92.97

compared to models focusing solely on sentiment analysis.
This emphasizes the importance of incorporating contextual
cues, such as sarcasm, into sentiment analysis frameworks
to enhance their performance and robustness. In our ex-
periment, for validation, we utilized k-fold cross-validation
with k=10. The average accuracy of k-fold cross-validation
increases significantly when k exceeds 4. For k values up to
4, both sentiment-only and combined sentiment with sarcasm
detection models perform equally well in terms of accuracy.
However, beyond k=4, there’s a noticeable improvement in the
average accuracy of k-fold cross-validation, particularly in the
combined model that incorporates both sentiment and sarcasm
detection . In our experiment, adding sarcasm detection to
a simple Bi-LSTM or LSTM model significantly improved
sentiment analysis accuracy. Across various datasets, includ-
ing Arabic, English, and code-mixed texts, the model with
sarcasm features outperformed traditional sentiment analysis
models by 2% to over 10% in accuracy. This shows that even
with a simple model structure, integrating sarcasm detection
can notably enhance performance in understanding nuanced
language

VII. COMPARISON WITH RECENT STUDIES

Our model combines a simple Bi-LSTM or LSTM structure
with integrated sarcasm detection, achieving high accuracy,
particularly on datasets with sarcastic text. Focusing specifi-
cally on sarcasm outperforms more complex models and en-
hances the effectiveness of sentiment analysis. In comparison
to recent studies on the ArSarcasm-v2 dataset as presented
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in Table XIII , the various models reviewed use a range of
techniques, but most focus heavily on the model architecture
rather than the integration of sarcasm features. For instance,
Song [23] and Wadhawan [25] achieved similar sarcasm de-
tection accuracies (78.3%) by using transformer-based models
like BERT and AraBERT, fine-tuned with different strategies,
but their sentiment analysis results were lower (70.37% and
69.83%, respectively). Mahdaouy [12] employed a multi-task
learning (MTL) model with a BERT encoder and multi-
task attention module, slightly improving sentiment accuracy
(71.07%). Abdel-Salam [26] used a hybrid of LSTM-CNN-
GRU with MARBERT, attaining modest sarcasm detection
(78.03%) and sentiment (69.57%) results. In contrast, the
proposed model emphasizes sarcasm integration across archi-
tectures, leveraging Bi-LSTM with embeddings like GloVe and
Word2Vec, leading to significantly higher performance in both
sarcasm detection (94.55%) and sentiment analysis (90.53%).
For comparison, as presented in Table XIV, the proposed Bi-
LSTM model with GloVe embeddings, achieving an accuracy
of 96.63% on the IMDB Movie Reviews dataset, demonstrates
a significant edge over recent state-of-the-art models. The
proposed model, achieving an accuracy of 96.63%, excels
by specifically addressing sarcasm in sentiment analysis,
an aspect often overlooked by recent studies. Unlike Yang
[33]’s XLNet (96.21%), which improves bidirectional context
learning, our model enhances sentiment interpretation through
dedicated sarcasm detection. Heinsen [34]’s routing algorithm
(96.2%) and Wang [35]’s EFL (96.1%) focus on computational
efficiency and few-shot learning, respectively, without address-
ing sarcasm. Lu [36]’s GraphStar (96%) advances graph-based
neural networks but lacks sarcasm detection, and Zhang [37]’s
study (95.94%) critiques simpler models without specifically
tackling sarcasm. Our model’s integration of sarcasm detection
into a simple Bi-LSTM or LSTM structure achieves superior
accuracy, particularly on datasets containing sarcastic text,
setting it apart from more complex models lacking this specific
focus.

TABLE XIII
ARSARCASM-V2 DATASET COMPARISON OF THE PROPOSED MODEL WITH
RECENT STUDIES

Study Sarcasm Accuracy | Sentiment Accuracy
Mahdaouy [12] 0.768 0.7107
Song [23] 0.783 0.7037
Alharbi [24] 0.770 0.6753
Wadhawan [25] 0.783 0.6983
Abdel-Salam [26] 0.7803 0.6957
Hengle [27] 0.741 0.6840
Husain [28] 0.7727 0.6073
Abuzayed [29] 0.698 0.6853
Elagbry [30] 0.7533 0.6053
Gaanoun [31] 0.7797 0.6817
Proposed system 94.55 90.53

VIII. CONCLUSION AND FUTURE WORK

In conclusion, the proposed model, featuring a simple Bi-
LSTM or LSTM architecture with integrated sarcasm detec-
tion, demonstrates high accuracy, especially with sarcastic text.
This method not only outperforms more complex models but
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TABLE XIV
IMDB MOVIE REVIEWS DATASET COMPARISON OF THE PROPOSED
MODEL WITH RECENT STUDIES.

Rank Study Sentiment Accuracy %
1 Proposed system 96.63
2 Yang [33] 96.21
3 Heinsen [34] 96.20
4 Wang [35] 96.10
5 Lu [36] 96.00
6 Zhang [37] 95.94

also significantly boosts overall sentiment analysis effective-
ness. The incorporation of sarcasm features leads to substantial
accuracy improvements, with embedding methods like Glove
and BERT enhancing performance by over 7%. Both Bi-LSTM
and LSTM classifiers benefit from sarcasm detection, showing
accuracy gains of 2% to over 10%. Future work involves
extending the model to support additional languages beyond
Arabic and English by acquiring labeled datasets, adapting ar-
chitecture for linguistic variations, and fine-tuning parameters.
Techniques such as multilingual learning and transfer learning
could enhance the model’s applicability, facilitating sentiment
analysis in diverse linguistic contexts and fostering cross-
cultural communication. Additionally, improving the sarcasm
detection accuracy integrated into sentiment analysis models
could involve leveraging ensemble learning, adversarial train-
ing, and attention mechanisms.
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