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Abstract—Unmanned Aerial Vehicles (UAVs) are revolution-
ising diverse computer vision use case domains, from public
safety surveillance to Search and Rescue (SAR), and other
emergency management and disaster relief operations. The
growing need for accurate face verification algorithms has
prompted an exploration of synergies between UAVs and face
verification. This promises cost-effective, wide-area, non-intrusive
person verification. Real-world human-centric use cases such as
a ”Drone Guard Angel” for vulnerable people can contribute to
public safety management and offload significant police resources.
These scenarios demand efficient face verification to distinguish
correctly the end users for authentication, authorisation and
customised services. This paper investigates the suitability of
existing solutions, and analyses five state-of-the-art candidate face
verification algorithms. Informed by the advantages and disad-
vantages of existing solutions, the paper proposes an extended
dataset and a refined face verification pipeline. Subsequently,
it conducts empirical evaluation of these algorithms using the
proposed pipeline and dataset in terms of inference times and
the distribution of the similarity indexes. Furthermore, this
paper provides essential guidance for algorithm selection and de-
ployment in UAV-based applications. Two candidate algorithms,
ArcFace and FaceNet512, have emerged as the top performers.
The choice between them will depend on the specific use case
requirements.

Index Terms—Face verification, UAV, Drone, Similarity index,
Inference speed.

I. INTRODUCTION

Unmanned Aerial Vehicles (UAVs) have gained momentum
in recent years as a novel and transformative technology,
finding applications across diverse domains, from surveillance
and security applications [1], [2] to Search and Rescue (SAR)
operations [3]. Moreover, the demand for effective and ac-
curate face verification algorithms has become increasingly
pronounced. These algorithms have become widely used in
different applications but they have several limitations like
restricted coverage or the inability to track individuals, as it
is mostly performed from fixed camera systems [4].

The combination of both technologies - UAVs and face
verification - can achieve a breakthrough in the capacity to
verify people at a low cost, covering large areas fast and from
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a high distance, thereby preserving the safety of the individual
without being an intrusive method.

A number of use cases have explored this combination. For
example, the Drone Guard Angel in the EU Horizon 2020
project ARCADIAN-IoT [5]. It is a public safety management
service: an UAV will go to the position of a user who has
requested the service, the user’s face will be verified, and then
the UAV will accompany the user ensuring that the user arrives
at the destination safely. Furthermore, yet another use case can
be surveillance network applications in the EU Horizon 2020
project 5G-INDUCE [6], where the UAV pilot identity will be
verified before the start of the operation.

The emergence of these applications has underscored the
need for highly accurate and fast face verification algorithms
capable of functioning effectively with UAV video feeds.
Some challenges arise while dealing with images from UAVs.
For instance, the long distances from UAVs to human faces
result in low-pixel resolution, making it more difficult to
verify the users [7]. Moreover, UAVs must deal with adverse
environmental factors such as low lighting conditions during
night-time operations. Moreover, there can be rapid changes in
the pose and positioning of a person or sudden movement of
the UAV. Notably, there is a lack of practical solutions in the
literature regarding face verification from UAVs. This research
work is based on [8], which has provided a preliminary study
regarding face verification algorithms. This paper expands that
research by conducting a more comprehensive analysis of
state-of-the-art algorithms.

In this research paper, five state-of-the-art face verification
algorithms are compared, in terms of accuracy, inference and
building time and the size of the weights. The analysis is
performed using an extended dataset with videos at six fixed
distances: 2, 5, 7, 10, 15 and 20 meters. In order to perform
the experiments, an enhanced face verification pipeline has
been designed and implemented to support different similarity
index calculations. Furthermore, an up-to-date literature review
on face verification algorithms is conducted. In summary, this
study’s principal contributions are as follows:

• Design and implementation of an enhanced face verifica-
tion pipeline to conduct the experiments using different
similarity index calculations.

• Expansion of the UAV recorded dataset (UAV-UWS) to
add two additional distances to have a more comprehen-
sive dataset.

• An empirical analysis of the inference time in a face
verification pipeline using five state-of-the-art algorithms.
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• An empirical evaluation of five state-of-the-art face ver-
ification algorithms, yielding practical insights into their
suitability for application in UAV-based scenarios.

The structure of this paper is outlined as follows. Section
II provides an overview of state-of-the-art face verification
algorithms. Section III presents the dataset expansion, the
design of the pipeline, and the implementation. The testbed,
experimental results and findings are presented and discussed
in section IV. Finally, section V concludes the paper.

II. RELATED WORK

In recent years, the utilisation of UAVs has experienced a
remarkable surge across numerous applications. One of the
most important advancements attributed to drones is their
ability to perform operations that were before extremely
expensive at a considerably reduced cost. One of the use
cases is border surveillance, where UAVs can cover extensive
territories easily at a low cost [9]. Another notable application
is Search and Rescue (SAR) operations, which used to require
the deployment of helicopters at a high economic cost. By
using UAVs the operations can be performed easier and
explore larger areas in less time by employing multiple UAVs.
Furthermore, the incorporation of object detection algorithms
using optical or thermal cameras in the UAVs has significantly
increased the effectiveness of these operations, resulting in a
higher number of successful rescues [10], [11].

Several research papers have explored the utilisation of
drones in face verification applications, often employing sim-
ple yet fast algorithms, like LBPH (Local binary patterns
histograms) [12]. These algorithms are usually lightweight
models that are suitable for embedded systems like a UAV
companion computer. However, the situation transforms when
a high-speed connection can be established between a Ground
control station (GCS) like QGroundControl [13] and the UAV.
In this context, high-performance algorithms with large models
can be executed in a high-spec computer where the GCS or
other software is running and the UAV will only have to send
video [14].

Furthermore, prior research papers have analysed the influ-
ence of factors such as distance and height on the accuracy
of face recognition algorithms using UAVs [15]. In [16] face
recognition and distance estimation are performed from UAV-
captured data using a Siamese network. Different architectures
can be used for face recognition on UAVs as analysed in [17],
that compares ResNet-50 and SENet.

It is important to clarify the distinction between two key
terms: face recognition and face verification [18]. The fun-
damental difference is that face recognition needs a database
because it aims to tell which person a face belongs to. On
the other hand, face verification just compares two faces and
decides whether the face belongs to the same person or to a
different one. In this research paper, only face verification is
going to be analysed as two faces will be compared: one is
the reference or identity face, and the other is the face of an
unidentified person.

Table I shows an in-depth comparison among different face
verification algorithms available in the literature. It has been

expanded from our previous preliminary work [8] to add more
parameters and up-to-date algorithms. The verification perfor-
mance and the different parameters of each algorithm have
been obtained from its official paper. In the table, different
parameters are compared, such as the input and output size
of the neural network, the number of images used for training
and the size of the weights file. This last parameter is useful
in case the algorithm wants to be embedded in a companion
computer in the UAV, as large models are not going to be
able to be embedded. Moreover, the verification accuracy is
compared using the most common verification datasets for face
recognition and verification: Labeled Faces in the Wild (LFW)
[19] and YouTube Faces (YTF) [20]. The evaluation in the
LFW is conducted using 6000 face pairs while in the YTF
5000 face pairs are used.

The first row of the table shows the performance that human
beings have on the LFW dataset. The accuracy obtained is
97.53% [21] and it will be our reference for the comparison
of the accuracy of the face verification algorithms. Two
algorithms do not surpass this accuracy: Deep-Face [22] with
97.35% and OpenFace [23] with 92.92%.

The algorithms that achieve the highest accuracy in the LFW
dataset are ArcFace [27], AdaFace [32] and CurricularFace
[34] with 99.83%, 99.82% and 99.8% respectively. Regarding
the YTF dataset, ArcFace is the one which achieves the highest
accuracy. It is important to mention that not all algorithms have
been evaluated on the YTF dataset. For instance, we have no
information for AdaFace, CurricularFace or FaceNet512 [29]
algorithms.

Moreover, not all the algorithms report the output size of
the neural network, which will be the size of the obtained
feature vector. The algorithm with the biggest length is Deep-
Face with 4096 while the smallest are FaceNet [28] and
OpenFace with 128. Regarding the size of the weights file,
the biggest ones are AdaFace, VGG-Face [24] and Deep-Face
making them large models. The smallest are DeepID2 [26],
OpenFace and Dlib [30], making them light models, and easily
embedded.

SphereFace [31] is an algorithm that has not been trained
with many images (only 0.5 million) but achieves high accu-
racy on the LFW dataset (99.42%). CosFace [25] achieves high
accuracy on the LFW and YTF datasets. However, it has not
been selected due to the lack of information in the available
literature. DAM-R [33] is a novel algorithm that achieves high
accuracy on the LFW dataset but underperforms in the YTF
dataset compared with the other algorithms.

Finally, FaceNet and FaceNet512 algorithms were trained
with the highest number of images (200 million), followed
by AdaFace with 15.1 million. The difference between both
FaceNet algorithms is that FaceNet512 [29] is an extended
version of FaceNet [28] that has a 512 vector as output instead
of 128, increasing the verification performance as can be seen
in the table.

In our previous work [8], three algorithms were chosen
to perform an analysis on UAV-based use cases: ArcFace
[27], VGG-Face [24] and FaceNet512 [29]. In this paper, our
research has been expanded by incorporating two additional
algorithms present in Table I: OpenFace [23] and Dlib [30].
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TABLE I
COMPARISON BETWEEN STATE-OF-THE-ART FACE VERIFICATION ALGORITHMS

Verification Accuracy
Ref Algorithm Input Size Output Size on LFW dataset [19] on YTF dataset [20] Weights size Training Images

[21] Human-beings N/A N/A 97.53% NG N/A N/A
[22] Deep-Face 152x152x3 4096 97.35% 91.40% 551 MB 4.4M
[23] OpenFace 96x96x3 128 92.92% NG 14 MB 0.5M
[24] VGG-Face 224x224x3 2622 98.95% 97.30% 554 MB 2.6M
[25] CosFace 112x96x3 NG 99.73% 97.60% 214 MB 5M
[26] DeepID2 55x47x3 160 99.53% 93.20% 1.6 MB 0.2M
[27] ArcFace 112x112x3 512 99.83% 98.02% 131 MB 5.8M
[28] FaceNet 160x160x3 128 98.87% 95.12% 88 MB 200M
[29] FaceNet512 160x160x3 512 99.60% NG 91 MB 200M
[30] Dlib 150x150x3 128 99.38% NG 22 MB 3M
[31] SphereFace 112x96x3 512 99.42% 95.00% 69 MB 0.5M
[32] AdaFace 112x112x3 NG 99.82% NG 668 MB 15.1M
[33] DAM-R 112x112x3 NG 99.03% 95.23% NG 1.5M
[34] CurricularFace 112x112x3 NG 99.80% NG 249 MB 6.3M
NG = Not Given; N/A = Not applicable

The inclusion of these two algorithms was driven by
various considerations. OpenFace, while not delivering the
highest accuracy, distinguishes itself as a lightweight and fast
algorithm. Moreover, Dlib has a high accuracy, surpassing
human performance, while also being a lightweight model.
By introducing these two lightweight algorithms, we aim to
facilitate a comprehensive comparative analysis, allowing us to
contrast them with algorithms known for their higher accuracy
but slower inference speeds.

Furthermore, many metrics can be used to calculate the sim-
ilarity indexes between two faces, such as Euclidean distance
[35], Manhattan distance [36], and cosine distance [37]. This
paper, as opposed to the previous work [8], is going to use
two different metrics: cosine distance and Euclidean distance.
These are two of the most used metrics for distance calculation
in the literature.

Cosine distance [37] has two vectors as inputs and the result
will be a number that signifies the similarity index between
the vectors. It is calculated as shown in Equation 1:

CD(x⃗, y⃗) = 1−
∑n

1 xiyi√∑n
1 x

2
i

√∑n
1 y

2
i

(1)

Here, x⃗ and y⃗ are the feature vectors of two different faces.
The result of the calculation is the similarity index between
them, which will be within the range of 0 and 2. A similarity
index of 0 indicates that the faces are exactly alike while if
the result is 2 means that the two faces are opposite.

Moreover, we have Euclidean distance [35]. This metric also
takes two feature vectors as inputs. The results will be the
similarity index between them. The Euclidean distance can be
calculated as shown in Equation 2:

ED(x⃗, y⃗) =

√√√√ n∑
1

(xi − yi)2 (2)

Once again, x⃗ and y⃗ represent the feature vectors of two
different faces. Greater similarity indexes mean that the faces
are less similar whereas small values signify that the faces are
more alike.

III. DESIGN AND IMPLEMENTATION OF THE PROPOSED
SYSTEM

A. UAV-UWS dataset

In our previous preliminary work [8], a dataset was in-
troduced, known as the UAV-UWS dataset. It was a UAV-
recorded dataset at four fixed distances from the volunteers:
5, 7, 10 and 15 metres. This research extends this dataset
by incorporating two additional distances: 2 and 20 metres,
thereby significantly enlarging the face verification range from
5 to 15 meters to 2 to 20 meters. This addition improves the
dataset’s overall comprehensiveness.

The 2-metre distance helps evaluate how well the algorithms
perform at very close ranges, which is the closest safe distance
of operating a UAV in front of volunteers. Furthermore, the
addition of the 20-metre distance allows us to assess the
performance of the face verification algorithms at a greater dis-
tance and identify where their accuracy decreases significantly,
making them ineffective. The extension of the UAV-UWS
dataset enables a more thorough evaluation of the algorithms
to the greatest extent for the UAV platform used.

Therefore, this UAV-UWS dataset has been created and
expanded by recordings at six different distances: 2, 5, 7, 10,
15 and 20 metres. These videos were recorded using a DJI
Mini 2 UAV with 4K resolution (3840x2160 px) at a frame rate
of 30 frames per second (FPS). The dataset includes videos
of 20 volunteers representing diverse age groups, genders and
ethnicities, resulting in a more inclusive and diverse dataset.

The recording angle was set at 30 degrees to ensure that the
volunteers did not need to strain their necks to face the UAV
directly. Table II shows the vertical and horizontal distance
from the face to the UAV for each of the recording distances
in our dataset. Each video has a duration of 30 seconds,
during which volunteers were asked to perform a range of head
movements, including facing down, up, left and right, making
head circles, and staring directly at the UAV. This allows us to
have a comprehensive range of the features of each face and
analyse how the algorithms perform when volunteers are not
facing the UAV directly.
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(a) 2 m (b) 5 m (c) 7 m (d) 10 m (e) 15 m (f) 20 m

Fig. 1. Example of a cropped face at the six distances recorded in the dataset

TABLE II
VERTICAL, HORIZONTAL AND DIRECT DISTANCE FROM THE UAV TO THE
FACE OF THE VOLUNTEERS WITH A RECORDING ANGLE OF 30 DEGREES.

Direct distance Horizontal distance Vertical distance
2 m 1.7 m 1.0 m
5 m 4.3 m 2.5 m
7 m 6.0 m 3.5 m

10 m 8.7 m 5.0 m
15 m 13 m 7.5 m
20 m 17 m 10 m

TABLE III
AVERAGE FACE SIZE IN PIXELS AT DIFFERENT DISTANCES FROM THE

CAMERA OF THE UAV.

Distance Size Face
2 m 125x170 px
5 m 80x100 px
7 m 50x60 px
10 m 40x45 px
15 m 25x30 px
20 m 20x25 px

Furthermore, the dataset also contains a close image of each
volunteer taken with a smartphone. This will be the identity
face that will be compared with the ones from the UAV videos.
Fig 1 shows one example of a cropped face from the UAV-
UWS dataset at each distance: 2, 5, 7, 10, 15 and 20 metres.
Moreover, Table III shows the relation between the average
face size in pixels versus the distance from the camera of the
UAV. These values have been obtained using our dataset and
therefore images with 4K resolution (3840x2160 px).

The UAV-UWS dataset will not be publicly released due to
GDPR (General Data Protection Regulation) considerations as
it contains personal information for the volunteers.

B. Design of the face verification pipeline

One of the primary contributions of this study lies in the
conceptualisation and realisation of a pipeline for executing
face verification and obtaining empirical results, as depicted
in Figure 2. The pipeline operates on a pair of input images.
The first image is extracted from a video frame captured by a
UAV within our proprietary dataset. The second input image
corresponds to the facial image of the individual undergoing
verification, captured at close proximity using a mobile device.
The ultimate outcome of this pipeline is a similarity index
quantifying the likeness between the target individual’s face
and the face within the video frame. The pipeline comprises
four distinct stages:

1) Face Detection: This initial stage of our pipeline em-
ploys the RetinaFace algorithm, chosen for its superior
accuracy in long-distance face detection. Although Reti-
naFace might not be the fastest face detection algorithm
available, its speed is not a significant concern for
our research’s objectives, which focus solely on face
verification algorithms. RetinaFace takes an image as
input and yields the coordinates of all detected faces
within the image, along with the associated detection
accuracy.

2) Preprocessing: This stage is divided into two additional
steps. The first one involves cropping the face from the
image using the coordinates provided by RetinaFace.
Then, the face is resized to match the input dimensions
required by the specific face verification algorithm em-
ployed. These input dimensions vary depending on the
chosen algorithm as shown in Table I. Since the aspect
ratio of the original face may differ from the input size,
padding is applied to the image. Black pixels are added
to the sides of the image to achieve the expected input
dimensions. This approach ensures that the face is not
distorted during the resizing process.

3) Siamese network [22] [38]: In the third stage of the
pipeline a Siamese network is used. It is a frequently
adopted configuration in the literature for face verifi-
cation tasks. It comprises two identical Convolutional
Neural Networks (CNN) with identical backbones and
weights. When presented with the same input, these
CNNs produce identical outputs. Each CNN takes as
input a face resized to the required input dimensions.
The output of these networks is a feature vector, whose
dimensions vary based on the chosen algorithm. This
vector represents the distinctive characteristics of the
processed face.

4) Similarity index calculation: The final stage of the
pipeline involves calculating the similarity index be-
tween the two feature vectors obtained from the Siamese
network. It is important to note that this stage diverges
from our prior conference paper’s approach as outlined
in [8]. In that research, the sole metric employed for in-
dex calculation was the cosine distance. However, in this
paper, the flexibility of our approach has been expanded
to allow the utilisation of various distance calculation
metrics, such as Euclidean distance, Manhattan distance
and cosine distance. The optimal distance calculation
method varies depending on the face verification algo-
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Fig. 2. Enhanced pipeline used to obtain the results from the experiments. It is divided into four stages: face detection, preprocessing, Siamese network, and
similarity index calculation.

rithm used.

Other authors have created similar approaches for a face
verification pipeline but without further explanation about
the preprocessing stage or having a fixed similarity index
metric [39]. Our pipeline allows swift changes in the similarity
index metrics depending on the algorithm used. For example,
we can switch between cosine distance, Euclidean distance,
Manhattan distance, etc. Furthermore, our pipeline allows us
to introduce other stages in the preprocessing in case further
improvements to the images are needed, such as face align-
ment. Finally, the Siamese network allows faster execution of
the pipeline as the identity features only need to be extracted
in the first execution, as it will not change.

C. Implementation

The results presented in this study were obtained using a
unified framework, where all five verification algorithms are
implemented. The framework is denoted as DeepFace [40]
[41] and includes the five face verification algorithms used. It
also includes the face detection algorithm: RetinaFace and the
two metrics used in this paper: cosine distance and Euclidean
distance. Evaluating all the algorithms on a uniform platform
ensures reliable and easily comparable results given that they
were acquired under identical conditions.

DeepFace uses the Keras library [42] in a Python 3.8
environment. Additionally, the OpenCV Python library was
employed for the image preprocessing. The computational
environment for the implementation was a computer running
Focal Ubuntu version 20.04.3.

The pipeline was meticulously executed employing all the
five verification algorithms and evaluated with a common
testbed. For the purposes of this comparative analysis, the
algorithms were executed on a high-performance GPU. This
setup simulates a scenario where the video feed from the UAV
is transmitted to a computer for the execution of the pipeline.

IV. EMPIRICAL RESULTS AND DISCUSSION

A. Testbed Description

The experiments were conducted on an NVIDIA GeForce
GTX TITAN X with 12GB of onboard memory. These exper-
iments were executed 10 times to obtain the final results. The
UAV used to record the dataset is a DJI Mini 2 with a 4K
(3840x2160 px) camera and the videos have been recorded at
30 FPS.

It is noted that substantially more experiments have been
conducted to produce a significantly larger number of com-
parative results, in contrast to the results reported in our
preliminary work [8].

B. Comparison of Different Face Verification Algorithms

1) Build Time and Weights Size: Table IV shows the
model’s build time and the size of the weights for each
algorithm. As can be seen, FaceNet512 is the one with
the highest building time, while VGG-Face has the lowest.
Moreover, VGG-Face is the one with the largest weights file.
The size of the weights file is important, for example, if the
algorithm is going to be embedded in a system without a lot
of memory onboard. In that case, the smaller the size of the
file, the better. In addition, the build time is also significant
as it shows us how long it is going to take the algorithm to
initiate the verification process.

TABLE IV
COMPARISON BETWEEN BUILD TIME AND WEIGHTS OF EACH MODEL

Algorithm Build Time Weights
ArcFace 1001 ms 131 MB
OpenFace 828 ms 15 MB
FaceNet512 2130 ms 91 MB
Dlib 144 ms 22 MB
VGGFace 758 ms 554 MB

J. DIEZ-TOMILLO et al.: FACE VERIFICATION ALGORITHMS FOR UAV APPLICATIONS 5



2) Inference Time: It is defined as the time it takes for one
frame to complete a full pipeline execution. The inference time
can be divided into four stages, the same as the processing
pipeline. This allows for a comparison of the inference time
of only the face verification algorithms, rather than the entire
pipeline.

1) Face Detection: Using the RetinaFace algorithm in the
pipeline, the face detection process takes approximately
165 ms. However, by employing a faster face detection
algorithm, the pipeline’s inference time can be reduced
significantly. It is worth noting that this stage is the
slowest of the pipeline.

2) Preprocessing: This time is independent of the algo-
rithms used. This stage of the pipeline only takes around
0.3 ms, making it the fastest of the four stages.

3) Siamese Network: Only the time required for extracting
the facial features from a face from the video is con-
sidered. This has been done because the features of the
identity face are initially extracted at the beginning of the
process and remain constant throughout. This eliminates
the need for recalculations to speed up the process. The
time taken for this stage varies depending on the face
verification algorithm used, as shown in Figure 3.

4) Similarity index calculation: The last stage is also in-
dependent of the algorithms used. The inference time
is approximately the same for both metrics: cosine and
Euclidean distance. It takes around 1 ms.

Fig. 3. Cumulative average of the inference time (milliseconds) per frame
for each algorithm

All the stages have fixed times for the five face verification
algorithms used, except for the Siamese network stage. The
cumulative average inference time for the five face verification
algorithms is shown in Figure 3, with improved visualisation
compared with our preliminary work [8]. As a result, it is
possible to see the evolution of the average inference time
during a whole video, frame by frame.

The variations in the inference time depicted in Figure 3
are exclusively due to which face verification algorithm is
used. VGG-Face is clearly the slowest algorithm, while Dlib is

the fastest. FaceNet512, ArcFace and OpenFace have similar
inference times, with OpenFace being the fastest of the three.

It is worth noting that all the stages excluding the Siamese
network have approximately a constant inference time of
167 ms. Therefore, the inference times of only the Siamese
network for the face verification algorithms are VGG-Face 114
ms, FaceNet512 74 ms, ArcFace 64 ms, OpenFace 58 ms and
Dlib 25 ms, respectively.

3) Similarity indexes distribution: The similarity indexes
were obtained for each of the five face verification algorithms
at the six distances of our UAV-UWS dataset. They were
obtained using the proposed pipeline designed and explained
in Section III. They are divided into two different types:
Positive pairs and negative pairs. The first ones were obtained
by having the one that contains the same persons of the identity
faces as the video input, i.e., we compare the image of the face
of one person with a different image containing the face of
the same person. On the other hand, the negative pairs were
obtained using a video input that contains different people
from the identity face, i.e., we compare the image of the face
of one person with the image of another person. The negative
pairs similarity indexes should be high, as two different people
are compared and their similarity should be low. On the other
hand, the positive pair similarity indexes should be low as two
faces from the same person are compared.

In the graphs, the most important aspect to compare is
the overlapping between the two plots. If the positive and
negative pairs plots are highly overlapped, it is going to be
extremely difficult to define an optimal threshold, therefore the
accuracy will be low, with a high number of false positives and
negatives. On the other hand, if both plots are further apart, a
threshold will be easy to define and the algorithm will have
high accuracy.

As can be seen in all the graphs, the further the distance, the
positive pairs plots shift more to the right. This occurs because
as the UAV moves further from the person, the face is going
to have lower resolution, so it is more difficult to appreciate
the features of the face and therefore the similarity index is
higher.

Firstly, let us focus on the ArcFace graphs (Figure 4). At 2
(Figure 4a) and 5 metres (Figure 4b), it can be seen that both
plots are well separated; therefore, it can be easy to define an
optimal threshold. The specific position of the threshold can
vary depending on the use case. If it is a high-security one with
no false positives allowed, 0.6 will be an optimal value. If it
is a more permissive use case, the threshold could be defined
at around 0.75. At 7 metres (Figure 4c), the positive pairs
plot starts shifting to the right and starts to overlap with the
negative pairs one, yet still, a high accuracy can be obtained.
At 10 metres (Figure 4d), a high quantity of positive pairs
similarity indexes are completely overlapped with the negative
pairs having a peak at around 0.9. The accuracy is not going
to be very high, yet still, some good identifications can be
obtained. At 15 metres (Figure 4e), both plots are almost
completely overlapped except for some values between 0.4 and
0.7, and the accuracy will be very low. Finally, at 20 metres
(Figure 4f), both plots are completely overlapped and it will
not be possible to differentiate between two faces. Therefore,
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(a) 2 metres (b) 5 metres (c) 7 metres

(d) 10 metres (e) 15 metres (f) 20 metres

Fig. 4. Similarity indexes of the ArcFace face verification algorithm for 2, 5, 7, 10,15 and 20 metres of distance

(a) 2 metres (b) 5 metres (c) 7 metres

(d) 10 metres (e) 15 metres (f) 20 metres

Fig. 5. Similarity indexes of the VGG-Face face verification algorithm for 2, 5, 7, 10, 15 and 20 metres of distance

J. DIEZ-TOMILLO et al.: FACE VERIFICATION ALGORITHMS FOR UAV APPLICATIONS 7



(a) 2 metres (b) 5 metres (c) 7 metres

(d) 10 metres (e) 15 metres (f) 20 metres

Fig. 6. Similarity indexes of the FaceNet-512 face verification algorithm for 2, 5, 7, 10, 15 and 20 metres of distance

ArcFace will not be able to verify at distances higher than 15
metres.

Secondly, VGG-Face (Figure 5) has good results at the first
three distances: 2 (Figure 5a), 5 (Figure 5b) and 7 metres
(Figure 5c). Both plots are well separated in the three graphs.
The peak of the negative pairs is around 0.5, while the positive
pairs is at 0.2. At 10 metres (Figure 5d), the plots start to
become more overlapped but the peak of positive pairs is still
not overlapped, so a high accuracy can still be obtained. At 15
metres (Figure 5e), both plots are overlapped; however, still
a considerable number of positive pairs similarity indexes are
out of the overlapping, and thus reasonable accuracy can still
be obtained. Finally, although the plots are highly overlapped
at 20 metres (Figure 5f), VGG-Face will verify the face at this
distance with low accuracy, as some similarity indexes are still
not overlapped.

Thirdly, FaceNet512 is the algorithm that has the best
performance as seen in Figure 6. All the graphs are well
separated so it will be easy to define an optimal threshold
and verify correctly most users. At 2 metres (Figure 6a), both
plots are almost completely separated so the accuracy will
be very high with almost no false negatives or positives. At
5 (Figure 6b), 7 (Figure 6c) and 10 metres (Figure 6d), the
peak of the positive pairs similarity index is not overlapped so
the accuracy will still be very high. At 15 (Figure 6e) and 20
metres (Figure 6f), the plots are more overlapped, although it is
still possible to differentiate them; thus a decent threshold can

be defined in order to maintain a good accuracy. FaceNet512
achieves very good results being able to verify at all distances
using cosine distance as the metric.

Fourthly, let us scrutinise OpenFace (Figure 7). Even at
2 metres (Figure 7a), both plots are overlapped, although
the main peak of the positive pairs is not, and thus it will
have reasonable accuracy. At 5 metres (Figure 7b), the curves
are highly overlapped, and thus it will be difficult to verify
correctly unless the conditions are optimal. At 7 (Figure 7c),
10 (Figure 7d) and 15 metres (Figure 7e), the same occurs
respectively. The curves are almost completely overlapped, and
hence there is a high probability of having false positives while
verifying a person. Moreover, the choice of a threshold will
be difficult and false positives will have to be assumed. At
20 metres (Figure 7f), both plots are totally overlapped and
it will not be possible to verify anybody correctly. It can be
seen that OpenFace, as it is a lightweight model, will only
have good accuracy at really close distances, and thus it will
not be suitable for UAVs.

Fifthly and finally, Dlib is a fast algorithm as can be seen
in Figure 8 although it does not have a good performance.
At 2 metres (Figure 8a), most of the positive pairs plot is
overlapped. Meanwhile, the main peak is below 0.05 (begin-
ning of negative pairs plot), and thus some good results may
be achievable. At 5 (Figure 8b), 7 (Figure 8c) and 10 metres
(Figure 8), the positive pairs plot starts to shift to the right,
becoming highly overlapped with the negative pairs plot. In
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(a) 2 metres (b) 5 metres (c) 7 metres

(d) 10 metres (e) 15 metres (f) 20 metres

Fig. 7. Similarity indexes of the OpenFace face verification algorithm for 2, 5, 7, 10, 15 and 20 metres of distance

this situation, a high number of false positives and negatives
will be obtained; therefore, the accuracy is going to be low.
At 15 metres (Figure 8e), both graphs are almost completely
overlapped and as both start at around 0.05, it is not possible
to have true positives without obtaining also false positives.
The accuracy at this distance will be very low. At 20 metres
(Figure 8f), both plots are completely overlapped; therefore,
the accuracy is going to be extremely low. The algorithm at
this distance is not useful. Hence, despite Dlib being the fastest
algorithm, the accuracy is low; consequently, it will not be
useful for UAV use cases.

For further comparison, we have obtained the graphs for
OpenFace at three different distances but using Euclidean
distance as the metric to obtain the similarity indexes. As it
can be seen in Figure 9, the graphs are mostly similar to the
ones obtained using the cosine distance (Figure 7). OpenFace
will perform similarly using cosine distance or Euclidean
distance. Therefore, the use of one distance or the other will
only vary the accuracy slightly. Hence, the recommendation
of one distance calculator will depend on the algorithm and
the specific use case. Further analysis will be needed when
an algorithm has been selected to choose the optimal distance
calculator. This can be obtained using the enhanced pipeline
that admits any distance calculator, such as the previously
mentioned cosine or Euclidean distance, but also Manhattan
or Minkowski distance [43].

C. Discussion

Based on the results obtained, ArcFace achieves good results
only up to 10 metres. VGG-Face is going to be a useful
algorithm for UAV use cases up to 15 metres, whilst as the
distance increases, the accuracy will be reduced significantly.
FaceNet512 is the best algorithm of all. It is going to have
good accuracy at every distance concerned in this study,
making it a highly useful algorithm for face verification
from UAVs. Finally, although OpenFace and Dlib are fast
algorithms, the accuracy they achieve is very low, and they
will only be useful at close distances (less than 2 metres).
Therefore, they are not suitable for face verification at long
distances. Table V shows a summary of the results obtained
for each algorithm. The first column shows how fast each
of the algorithms is. The second column shows which is the
highest distance where the algorithms can verify correctly with
reasonable accuracy. Finally, the last column shows the overall
recommendation for the use of the algorithms in UAV-based
use cases.

V. CONCLUDING REMARKS

In this paper, we have conducted a comprehensive compar-
ison among five state-of-the-art face verification algorithms
with a proposed pipeline for executing these algorithms and
obtaining empirical results. In order to conduct a more in-
clusive analysis, the UAV-UWS dataset has been expanded
to add two new distances (2 and 20 metres) to have six in
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(a) 2 metres (b) 5 metres (c) 7 metres

(d) 10 metres (e) 15 metres (f) 20 metres

Fig. 8. Similarity indexes of the Dlib face verification algorithm for 2, 5, 7, 10, 15 and 20 metres of distance

(a) 2 metres (b) 7 metres (c) 15 metres

Fig. 9. Similarity indexes of the Dlib face verification algorithm for 2, 7 and 15 metres of distance using Euclidean distance as metric

TABLE V
RESULTS COMPARISON FOR EACH FACE VERIFICATION ALGORITHM

Algorithm Inference time Maximum verification distance Overall recommendation for UAVs
ArcFace Medium 10 metres Recommended
OpenFace Fast 2 metres Not recommended
FaceNet512 Slow 20 metres Highly recommended
Dlib Very fast 2 metres Not recommended
VGGFace Very Slow 10 metres Not recommended
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total, compared with the previous preliminary study where
four distances (5, 7, 10 and 15 metres) were investigated. The
algorithms have been compared based on different metrics
such as their inference time, similarity indexes distribution,
building time and the size of the weights file.

Our findings indicate that FaceNet512 emerges as the al-
gorithm that will have the best accuracy in UAV use cases,
as demonstrated by the results obtained from the experiments.
While VGG-Face and ArcFace will also have good accuracy,
they perform less optimally at long distances (more than
10 meters). Notably, VGG-Face is the slowest algorithm
among the concerned algorithms. OpenFace and Dlib are
the fastest algorithms but exhibit reduced accuracy when
used with UAVs, and will only have good performance at
really close distances (less than 2 meters). As a result, our
recommendation for UAV face verification applications leans
towards FaceNet512 and ArcFace. FaceNet512 will have better
accuracy than ArcFace at long distances although it is a slower
algorithm. Therefore, the choice of one algorithm or the other
will depend on the requirements of the specific use case.

For future work, one of the previously recommended algo-
rithms will be chosen to perform face verification from UAVs.
The pipeline will be enhanced for that specific algorithm, and
an appropriate threshold will be defined. The video feed from
the UAV will be transmitted via a wireless network, such as
4G or 5G, and visualised alongside the face verification results
in a Ground Control Station.

Moreover, in follow-up publications, the accuracy of each
of the algorithms can be obtained using different calculations
to define the optimal thresholds, such as maximising the
accuracy, the F1-score or defining a FAR limit.
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