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Abstract—Business Process Model and Notation (BPMN), is a standardized graphical language used for the graphical modeling of business processes. A BPMN model is composed of several small graphs called elements; these elements make it possible to describe the activities, the events, and the interactions between the components of a business process. Among the essential elements of BPMN are gateways, which control the flow of data. However, the big challenge of these gateways is the existence of several interpretations of the same BPMN model containing gateways; this is due to the informal and ambiguous definition. Several works have proposed the formalization of gateways using formal languages such as process algebras, Petri nets, etc. The purpose of this article is to propose a formalization of BPMN gateways using the formal language DD-LOTOS. DD-LOTOS is defined on a semantics of true parallelism called maximality semantics and allows to support distribution and temporal constraints. We then propose the verification of certain properties using the UPPAAL model checker. Our approach has been validated through a case study representing the online purchasing process.
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I. INTRODUCTION

The BPMN notation [1] is considered the most adopted language in modeling business processes in an organization [2]. Through its basic graphic elements, BPMN offers an intuitive approach to modeling complex business processes. BPMN provides several types of diagrams designed to describe, automate, and enhance business processes at various levels of implementation. Among them, the collaboration diagram facilitates interaction among different stakeholders in the process, while an extended version, known as the choreography diagram, is utilized to coordinate interactions.

Today, BPMN is used in many different fields, including healthcare, finance, and industry. In the healthcare sector, works [3–5] have shown how BPMN can enhance the quality of clinical care. Likewise, in finance, research [6, 7] showcases how organizations employ BPMN to deliver high-quality services at a reduced cost.

The interpretation of BPMN diagrams is defined by the meaning of each graphical element used. The BPMN 2.0 specification [1, 8] provides examples illustrating the use of graphical elements, with detailed explanations. These examples show how the elements and diagram construction rules can be applied in practice to model a process. The BPMN 2.0 specification defines the semantic concepts used in processes, associating them with graphical elements. It also aims to resolve inconsistencies and ambiguities identified in the diagrams of the previous BPMN 1.2 specification [1].

Moreover, the BPMN 2.0 specification defines the conformance property by defining the execution semantics of each element. This serves to ensure consistent use of BPMN diagrams [1]. The behavioral semantics of the diagrams are described informally through the use of the token concept, which traverses the Sequence flows elements and passes through the process elements.

Despite its widespread use in organizations, BPMN notation suffers from significant shortcomings. The primary challenge lies in the lack of rigorous and precise semantics for these diagrams. Although BPMN is defined using graphical syntax, there is ambiguity in the interpretation of these diagrams, especially when they include gateways [9, 10].

Gateways pose many semantic problems, and sometimes their behavior is ambiguous, so the interpretation of these gateways is often quite complex. Hence, the interest in proposing a rigorous semantics that can eliminate all the ambiguities associated with these gateways.

Several works [11–18] have proposed the formalization and verification of certain formal properties to ensure the consistency and smooth functioning of BPMN diagrams. Most of the works [11–15] propose a mapping with Petri nets and their extensions. Others propose a mapping with the formal languages Maude [16, 19] and the CSP process algebra [18]. Verified properties [18, 20–24] encompass various aspects such as deadlocks, coverability, accessibility, safeness, soundness, compatibility, equivalence, preservation, etc. Other works [9, 10, 25–32] focus solely on transforming BPMN gateways into formal languages.

In a previous work [33], we proposed a formal semantics for a subset of BPMN elements using the DD-LOTOS [34] formal language. The choice of DD-LOTOS is motivated by the following considerations:

1) DD-LOTOS is a language that explicitly supports the distributed aspect of applications.
2) DD-LOTOS is defined using a semantic of true parallelism known as maximality semantics [35].
3) As time is a key concept for every business process within
an organization, e.g., processes have to meet certain deadlines and coordination between process tasks has to be achieved, DD-LOTOS takes the temporal aspect into account.

In this work, we focus on the formalization of BPMN gateways, in particular the inclusive gateway, the exclusive gateway, and the parallel gateway. We propose a mapping of collaboration diagrams containing gateways in terms of the DD-LOTS specification. Once the specification is generated, we can formally verify certain properties, such as deadlock, using the UPPAAL model checker. The formal verification approach is described in our work [36].

The remainder of this document is structured as follows: We review related work in Section II. We explain BPMN notation and the DD-LOTOS formal language in Section III. Section IV focuses on interpreting of BPMN gateways into DD-LOTOS behavioral expressions. The case study is presented in Section V. The paper ends with a conclusion and future work.

II. RELATED WORKS

In recent years, research on formalizing business processes has gained significant momentum. Although BPMN has become a standard in business process modeling, it suffers from a lack of formal semantics, leading to problems of inconsistency and ambiguity in models.

In this context, [32] proposed an operational semantics for BPMN collaboration diagrams in terms of labeled transition systems (LTS). The authors began by defining syntax in BNF style, comprising collaborations, processes, and gateways. The semantics were defined in terms of marked collaborations, focusing on xor-split, and-split, or-split, xor-join, and and-join gateways. The authors chose not to consider the or-join gateway for this work.

In [31], the authors defined a workflow graph to express collaboration, where the nodes of the graph represent activities, forks, and-join, splits, merges, or-join, or-split, and the start and end events. There is a single start node and a single end node in a workflow graph. The end, activity, split, or-split, and fork nodes allow only one incoming edge. The start, activity, merge, or-join, and and-join nodes allow only one outgoing edge. The semantics is defined by the distribution of tokens on the edges. They also proposed new definitions for three key properties: soundness, completeness, and liberty, with a focus on supporting the or-join gateway. Soundness guarantees the absence of deadlock and a lack of synchronization.

In [30], the authors proposed an abstract state machine representing a business process as a graph. Nodes represent BPMN workflow objects (activities, events, and gateways). Arrows determine the order in which nodes are visited. During visits to nodes, a set of associated rules are executed. These rules describe the meaning of constructing the workflow for each node. Thus, the language defined is represented by the set of such rules, called rule schemes. The rules define how a node is activated, i.e., the formula for the number of tokens on incoming arcs needed for the node to be activated. This determines the number of tokens consumed on incoming edges and the number of tokens produced on outgoing edges. The authors also provided rules that include a mechanism for selecting the subset of outgoing arcs for or-split semantics. In the case of the or-join gateway, they discussed two proposals: one for acyclic graphs and another for graphs with cycles, albeit with certain restrictions. The work also checks some properties, including deadlock in acyclic workflow diagrams and deadlock in workflow diagrams with cycles, subject to specific constraints.

In [9], the authors proposed a formal semantics for the latest version of the BPMN notation, namely 2.0, and considered the properties of soundness and safety. The authors introduced two semantics: local and global. They also provided proofs of the equivalence between these two semantics. The local semantics consider the marking states of incoming edges and outgoing edges. The BPMN elements considered in this study are the two events start and end, the gateways and, xor, and or. The authors only consider safe BPMN models.

In [29], the author exposes two problems with the formalization of the or-join gateway. The first one concerns the self-reference of the or-join gateway. This self-reference is defined in the informal semantics of the gateway, which can generate a system whose exploration of the state space is exponential. The second problem concerns cyclic graphs or vicious circles. The author proposes a semantics and defines a new workflow graph class named separable graphs, which contains well-structured graphs and is a sound acyclic graph, generating a state-space based on it.

For the problem of vicious circles, the author proposes a static analysis based on graph-based approaches. The author proposes to prove the property of soundness.

In [28], the authors proposed a formal semantics for or-join, enabling the determination of when an or-join is activated. Two rules are defined: the enablement rule and the firing rule. The enablement rule decides if the object is ready to fire; the firing rule determines the result of the object’s enablement. To implement the semantics defined, the authors propose an algorithm to determine the activated or-join. The naive version of the algorithm suffers from the problem of the combinatorial explosion of the state species. To overcome this problem, the authors propose a version based on or-Join’s activation conditions; the algorithm’s complexity is reduced to linear complexity.

In [10], the authors proposed formal semantics for a subset of the BPMN notation. The objects concerned are sequence flow, start events, end events, exclusive gateways, and inclusive gateways. This subset is called BPMN_{inc}. The semantics used is defined by the notion of process graphs and is implemented in two steps. The first step is to annotate each sequence flow with paths containing tokens. The second step uses the first step to determine the inclusive gateways that can be fired.

In [27], the authors proposed an algorithm to determine if an or-join element can be activated in a given state in the BPMN diagram. The originality of the proposed approach lies in the complexity of the algorithm, which is a constant time complexity.

In [26], the authors defined two constructs, namely the dynamic skip and the dynamic block. The skip dynamic
construct allows one or more tasks to be skipped along a control flow path. The dynamic block construct blocks a component persistently. The authors have proposed a purely local semantics for inclusive gateways; this semantics is expressed using parallel gateways combined with the dynamic block construction. The new semantics does not support vicious circles.

In [25], the authors proposed a transformation approach and a framework for mapping BPMN elements into colored Petri nets. The mapping is defined by partitioning the BPMN model into BPMN partitions. This partitioning technique reduces the complexity of the BPMN model for possible application of formal verification techniques.

Table I provides a comparative analysis of the studies discussed in this work, using specific evaluation criteria. The first criterion under consideration is the model employed for the formalization of BPMN gateways, encompassing Labeled Transition Systems, Abstract State Machines, Process Graphs, Colored Petri Nets, and various others. Other approaches focus on rules governing nodes and the token distribution.

The second criterion for comparison pertains to the types of gateways addressed in these studies. The third criterion examines the formal properties validated, including soundness, safety, deadlock, and completeness.

III. THE BASIC LANGUAGES

A. BPMN language

BPMN notation offers several types of gateways[1]; the most used are the inclusive gateway, the exclusive gateway, and the parallel gateway. Table II presents in the graphical form of BPMN gateways.

The parallel gateway allows to continue the flow on a set of parallel paths or to synchronize several parallel paths. The exclusive gateway allows flows to be split into multiple paths based on an information-based condition or reconstruct a single path.

It is difficult to give a precise interpretation of the behavior of the inclusive gateway (or-join). This is due to the complex and ambiguous definition of or-join. This gateway enables the creation of both alternative and parallel paths. According to [1], all conditions are evaluated, and paths with a true condition are taken into account. A default path may be identified if no condition is evaluated as true. If this path is not specified, a runtime exception occurs.

Event-type graphic elements are used to describe something that happens, such as the start event of a diagram, the end event of a diagram, sending and receiving messages, the timer event, the conditional event, etc. Table III provides the essential BPMN events.

BPMN offers other elements used in business process modeling such as tasks, connection objects and sub-processes.

B. Distributed D-LOTOS Language

DD-LOTOS [34] is a formal language defined based on true concurrency semantics known as maximality semantics [35]. It is designed to support various aspects of real-time distributed systems. In DD-LOTOS, operators such as restriction, latency, and delay facilitate the specification of real-time systems. The concept of locality or site is integral to defining the distributed nature of this language.

1) Syntax: The DD-LOTOS syntax consists of two parts. The first part gives the rules of production of the behavioral expressions DD-LOTOS, and the second part expresses the composition of the systems. Table IV presents the syntax of DD-LOTOS.

2) Semantics:

Definition 3.1: The informal semantics of two syntactic categories is given by:

- The expression $a[d]$ represents the temporal restriction, the beginning of the action $a$ is limited by the temporal interval $[0, d]$. The expression $\Delta^t E$ represents the delay operator, which means that the expression $E$ starts after the flow of $d$. In $g(t)[SP];E$, $t$ is a temporal variable and $SP$ is a logical predicate;
- The operators of the theory of concurrency: the interiorization $hide L \in E$, non-deterministic choice $E||E$, parallel composition $E|E|E$, sequential composition $E \triangleright E$, and preemption $E \triangleright E$;
- The expression $a|\nu \{d\}; E$ expresses the emission of the message $v$ on the gate $a$, this emission is limited by the temporal interval $[0, d]$. The expression $a|\nu \nu \{d\}; E$ expresses the receipt of a message on the gate $a$;
- A system can be empty, a composition of two systems or a behavioral expression $E$ defined in a locality $l$.

Definition 3.2: The actions in global system are:

- Set of communication actions between localities are messages emission or reception through a communication channel $Act_{com} ::= \nu m | a|\nu \tau | t$ (output actions, input actions and the silent action);
- $\mathcal{G}$ a set of observable actions,
- $\delta \notin \mathcal{G}$ is the successful termination action,
- Set $Act = \mathcal{G} \cup \{\delta, \emptyset\}$.

Definition 3.3: The set $\mathcal{L}$ ranged over by $l$, denotes set of localities, $\emptyset$ an infinite set of channels defined by users ranged over by $a, b,...$ channels are used for communication messages between localities.

3) Structured Operational Semantics: The operational semantics of behaviors are given by the operational semantics of D-LOTOS. This semantics is extended to DD-LOTOS by giving the semantic rules for communicated systems as follows:

Processing $a|\nu \{d\}; E$ in the configuration $M[a|\nu \{d\}; E]$, the sending of the message $v$ starts only if all the actions in the set $M$ terminate. In the rule 1 below, the condition $Wait(M) = false$, which means that there are actions that have not completed their executions. Rules 2 and 3 express a passage of time. Rule 4 expresses that the sending action must respect the temporal restriction operator, otherwise it is transformed to Stop.

1) $\frac{\neg Wait(M)}{M[a|\nu \{d\}; E] \rightarrow^{\nu m} x, \delta \notin \mathcal{G}[\nu \{d\}; E]} x = get(M)$

2) $\frac{Wait(M') \quad \neg Wait(M')} {M[a|\nu \{d\}; E] \rightarrow^{\Delta^t} M[a|\nu \{d\}; E]} d > 0$
In this paper, our main aim is to examine the formalization of BPMN gateways using the DD-LOTOS formal language. For each gateway, we defined a formal semantics for a subset of BPMN using the DD-LOTOS formal language. Additionally, we developed a transformation tool named BPMN2DDLOTOS [33], which allows to create BPMN collaboration diagrams and automatically generates the corresponding DD-LOTOS specifications.

In our previous work [33], we proposed an approach to transforming BPMN elements, including the different categories of activities and tasks, sub-processes, different events, message flows, and the two gateways: exclusive and parallel. These gateways hold a pivotal role in controlling data flow within business processes and require precise interpretation to ensure consistency.

Gateways are used when it is necessary to control sequence flows; they serve as trigger mechanisms that allows or prohibits the passage of the gateway [1].

In this section, we provide an interpretation of different types of BPMN gateways using the DD-LOTOS formal language. Specifically, we focus on three types of gateways: the exclusive gateway (XOR), the parallel gateway (AND), and the inclusive gateway (OR). These gateways hold a pivotal role in controlling data flow within business processes and require precise interpretation to ensure consistency.

In our previous work [33], we introduced an approach to transforming BPMN elements, including the different categories of activities and tasks, sub-processes, different events, message flows, and the two gateways: exclusive and parallel. However, the inclusive gateway has not been addressed in [33].

We defined a formal semantics for a subset of BPMN using the DD-LOTOS formal language. Additionally, we developed a transformation tool named BPMN2DDLOTOS [33], which allows to create BPMN collaboration diagrams and automatically generates the corresponding DD-LOTOS specifications.

In this paper, our main aim is to examine the formalization of three types of gateway: Exclusive, Inclusive and Parallel. First, we will discuss the interpretation of these three gateways using the DD-LOTOS formal language. For each gateway, we’ll illustrate the interpretation with an example. We will...

### TABLE I
**Comparison of Works on BPMN Formalization.**

<table>
<thead>
<tr>
<th>Paper</th>
<th>Model used</th>
<th>Considered BPMN gateways</th>
<th>Verified formal properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>[32]</td>
<td>Labeled Transition Systems</td>
<td>Xor-split, And-split, Or-split, Xor-join, and And-join</td>
<td>/</td>
</tr>
<tr>
<td>[31]</td>
<td>Workflow Graph</td>
<td>And-join, And-split, Or-join, Or-split</td>
<td>Soundness, completeness, liberty</td>
</tr>
<tr>
<td>[9]</td>
<td>Process Graph</td>
<td>Xor-split, And-split, Or-split, Xor-join, And-join, Or-join</td>
<td>Soundness, safety</td>
</tr>
<tr>
<td>[29]</td>
<td>Separable Graphs</td>
<td>Or-join, cyclic graphs</td>
<td>/</td>
</tr>
<tr>
<td>[28]</td>
<td>Enablement and Firing Rules</td>
<td>Or-join</td>
<td>/</td>
</tr>
<tr>
<td>[10]</td>
<td>Process Graphs</td>
<td>Xor, Or</td>
<td>/</td>
</tr>
<tr>
<td>[27]</td>
<td>Workflow Graph</td>
<td>Or-join</td>
<td>/</td>
</tr>
<tr>
<td>[26]</td>
<td>Multipolar workflow graphs</td>
<td>Or</td>
<td>/</td>
</tr>
<tr>
<td>[25]</td>
<td>Colored Petri Nets</td>
<td>Xor, And, Or, and Complex gateway</td>
<td>/</td>
</tr>
</tbody>
</table>

### TABLE II
**BPMN Gateway**

<table>
<thead>
<tr>
<th></th>
<th>Parallel</th>
<th>Exclusive</th>
<th>Inclusive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+</td>
<td>X</td>
<td>O</td>
</tr>
</tbody>
</table>

### TABLE III
**BPMN Events**

- Start event
- Intermediate event
- End event
- Message event
- Message catching
- Message end
- Cancel catching
- Timer

### TABLE IV
**Syntax of DD-LOTOS**

$$E ::= \text{Behaviors}$$

$$S ::= \phi \mid S \mid S \mid l(E)$$

3) \(-Wait(M) \vdash a??x E\)  

4) \(-Wait(M) \quad \text{and} \quad d??d\)  

$$\vdash_{\text{M}} [a??x E] \vdash_{\text{M}} [a??x E']$$

**Process: a??x E** As in the previous configuration \(M[a??x E]\), the reception begins once all actions in the set \(M\) complete their execution.

3) \(-Wait(M) \vdash a??x E \vdash_{\text{M}} a??x E\)  

4) \(-Wait(M) \quad \text{and} \quad d??d\)  

$$\vdash_{\text{M}} [a??x E] \vdash_{\text{M}} [a??x E']$$

**Remote Communication:** The sending and receiving of messages via the same communication gate consume the silent action, is expressed by the following rule:

$$M \vdash [(a??x(d);E1)] \vdash_{M} [k(a??x E2)] \vdash_{M} [(l(E1))] \vdash_{M} [k(E2[v/x])]$$

**Time Evolution on System:**

$$E \vdash_{d} E'$$

$$l(E) \vdash_{d} l(E')$$

$$S_1 \vdash_{d} S_1' \quad S_2 \vdash_{d} S_2'$$

IV. **Interpretation of BPMN Gateway in DD-LOTOS**

In this section, we provide an interpretation of different types of BPMN gateways using the DD-LOTOS formal language. Specifically, we focus on three types of gateways: the exclusive gateway (XOR), the parallel gateway (AND), and the inclusive gateway (OR). These gateways hold a pivotal role in controlling data flow within business processes and require precise interpretation to ensure consistency.

Gateways are used when it is necessary to control sequence flows; they serve as trigger mechanism that allows or prohibits the passage of the gateway [1].

In our previous work [33], we introduced an approach to transforming BPMN elements, including the different categories of activities and tasks, sub-processes, different events, message flows, and the two gateways: exclusive and parallel. However, the inclusive gateway has not been addressed in [33].

We defined a formal semantics for a subset of BPMN using the DD-LOTOS formal language. Additionally, we developed a transformation tool named BPMN2DDLOTOS [33], which allows to create BPMN collaboration diagrams and automatically generates the corresponding DD-LOTOS specifications.

In this paper, our main aim is to examine the formalization of three types of gateway: Exclusive, Inclusive and Parallel. First, we will discuss the interpretation of these three gateways using the DD-LOTOS formal language. For each gateway, we’ll illustrate the interpretation with an example. We will...
then develop this approach through a case study representing the online purchasing process.

A. Exclusive Gateway XOR

For merge behavior, incoming branches behave according to pass-through semantics. In branching behavior, one branch from the set of outgoing branches is activated [1].

The table V shows the interpretation of the exclusive gateway in terms of the DD-LOTOS specification. The table is divided into two lines, the first for the split version specification, which splits the input flow into several flows. The second line is for the join version, which merges several input flows into a single flow.

![Table V: Exclusive Gateway](image)

The behavioral expression of XorSplit in Table V expresses that an outgoing branch is chosen when its condition expression is evaluated as true. If no conditions are true, the default outgoing branch is selected, as defined in [1]. In this case, the BPMN process generates an exception, which is translated into the DD-LOTOS Stop process to handle exceptions.

The behavioral expression of XorJoin in the table V expresses that only one incoming branch is required, so the XorJoin gateway is enabled.

Example: Let’s consider a process in which student requests are received and processed. Requests can be of two types: "information request" or "service request". An XOR gateway is used to decide on processing according to the type of request.

Figure IV-A shows the BPMN collaboration diagram for the student request processing using the XorSplit gateway. The diagram consists of start and end events, an XorSplit gateway, two tasks, and an message intermediate catching event.

B. Parallel Gateway AND

In the merge behavior, all incoming branches must terminate before the parallel gateway can continue the flow on the outgoing branch.

In split behavior, flow continues on all outgoing branches simultaneously.

The table VI shows the interpretation of the parallel gateway in terms of the DD-LOTOS specification. The table is divided into two lines, the first for the split version specification, which splits the input flow into several flows. The second line is for the join version, which merges several input flows into a single flow.

The AndSplit gateway in the table VI indicates that the incoming flow is represented by the reception of a message via the parallel gateway, followed by the simultaneous sending of the message on all outgoing branches.
On the other hand, for the AndJoin gateway, all incoming branches must receive the message before the flow can continue by sending the received message to the outgoing branch. This is expressed by the $\triangleright\triangleright$ operator in DD-LOTOS. In DD-LOTOS, the semantics of the process $E \triangleright\triangleright P$ stipulate that $P$ can only begin execution once $E$ has completed its execution.

Example: In this example, we offer a student enrollment service for a specific course using a parallel gateway.

The course is offered to students both in class and online. Both categories are mandatory for course validation.

Figure IV-B shows the BPMN collaboration diagram for the student enrollment service using the two gateways AndSplit and AndJoin. The diagram consists of start and end events, an AndSplit gateway, an AndJoin gateway, the enrollment task, and two tasks: InClass and OnLine.

The process begins with the start event, followed by the student enrollment task. Next, a parallel gateway is introduced to split the flow (AndSplit). This gateway activates all outgoing branches, resulting in two branches in this case: one for online course sessions and one for in-class course sessions. Both branches must be validated by the student for the second AndJoin gateway to be activated. However, if the student fails to validate one or both branches, the AndJoin gateway will never be activated.

The DD-LOTOS specification generated by the tool is given as follows:

\[
\text{EndSpec}
\]

\[
\text{process AndJoin[]}::= \\
\quad \text{gateway} \triangleright x: \text{Token}; \\
\quad \text{||} \\
\quad \quad \quad \text{g1} \triangleright x; \text{Token}; \\
\quad \text{||} \\
\quad \quad \quad \text{g2} \triangleright x; \text{Token}; \\
\quad \text{\triangleright\triangleright gateway} ? x; \text{exit} \\
\quad \text{endproc}
\]

The inclusive gateway behavior (OrSplit), which splits the flow, can be used to create alternative paths as well as parallel paths within a process flow. All condition expressions are evaluated, and all outgoing branches with an evaluation of the condition expression as true will be taken. Therefore, when designing the gateway, it is essential to take into account that at least one outgoing branch will be selected.

An inclusive merge gateway (OrJoin) is used to merge multiple incoming, alternative, and parallel paths [1]. The semantics of the OrJoin gateway is quite complex. In addition to token based activation of incoming branches, it may also depend on the distribution and evolution of tokens on branches other than the incoming branches [9].

In the context of this work, we will restrict ourselves to cases where the activation of the "OR Join" gateway depends solely on the tokens in the incoming branches. This means focusing on local semantics, where the merging of parallel paths is determined by the tokens coming directly from the incoming branches without taking into account the distribution of tokens on other branches.

So the semantics of the "OR Join" gateway in the context of the above-mentioned restriction depend solely on the fact that at least one token is present in one of the incoming branches. As soon as at least one of the branches contains a token, the gateway is activated, and the flow can continue.

In other words, the OR Join gateway is activated as soon as at least one token is present in one of the incoming branches, or if several branches have tokens, all of them will be taken into account to activate the gateway.

The table VII shows the interpretation of the inclusive gateway in terms of the DD-LOTOS specification. The table is divided into two lines, the first for the split version specification, which splits the input flow into several flows. The second line is for the join version, which merges several input flows into a single flow.

The DD-LOTOS specification of OrSplit in table VII expresses that all outgoing branches whose conditions are evaluated by the true value are executed.

The DD-LOTOS specification for the OrJoin gateway in the table VII expresses that the OrJoin gateway is activated when tokens occur on all branches or on a single or subset of branches.

Example: Let’s look at the process for managing and evaluating projects submitted by students. Projects are distributed among several evaluators, each of whom is responsible for evaluating one project. This is a parallel process, i.e., several evaluators can work at the same time.

The evaluators begin assessing the projects assigned to them. This stage is also carried out in parallel.

As soon as at least one evaluator has finished evaluating a project, the process can continue to the next stage, even if other evaluators are still evaluating other projects. This step is ensured by an OR Join gateway.
Figure IV-C shows the BPMN collaboration diagram used to evaluate projects submitted by students, using the two gateways AndSplit and OrJoin.

The process begins with the start event, followed by the task of students handing in projects. The "Distribution to Evaluators" task and the AndSplit parallel gateway then distribute the projects to the evaluators. The AndSplit gateway enables all outgoing branches to be activated, thus ensuring parallel evaluation. After this, each assessor evaluates the project assigned to him, and an inclusive gateway is introduced, enabling one or more outgoing branches to be selected. The final step is for the evaluators to submit their scores.

The DD-LOTOS specification generated by the tool is given as follows:

\[
\text{Specification InclusiveGateway}()] := \\
\text{Behavior L(Student\_request)}
\]

where

\[
\text{process Student\_request[ gateway]: =}
\]

\[
[\text{true}]->( \\
\text{Submit\_project: } \\
\text{Distribute\_evaluators: } \\
\text{gateway \? M: Token: } \\
( Project1 : gateway \! M; exit; \\
Project2 : gateway \! M; exit; \\
Project3 : gateway \! M; exit; \\
)>>>Submit\_grades; exit; \\
EndProc \\
EndSpec \\
\]

V. Case Study

In this section, we illustrate our approach through a case study widely treated in the literature, namely the online purchasing process.
The approach comprises two stages: the first focuses on the design of the collaboration diagram, highlighting the different actors and the communications between them. The second step focuses on generating the corresponding DD-LOTOS specification. This specification can then be verified using model-checking tools such as UPPAAL.

A. Description

The online purchasing process can be described as follows: A customer begins by browsing the website of an online store, where he or she explores the various product catalogues. Once they find the product or products they want, they add them to their shopping cart.

Next, the customer selects the delivery address where they wish to receive their order. The customer then enters the payment details and confirms the order.

The company begins processing the order, prepares the products and organizes delivery. Customers can track the status of their order using the tracking number provided. Once the order has been delivered, the customer receives it at the specified delivery address.

Figure V-A shows the BPMN collaboration diagram used for the online purchasing process.

The process begins with the START event, followed by an exclusive gateway. This gateway can be activated in two ways: either after the START event, or if the customer decides to cancel the purchase of a product. Once activated, the customer can select products and add them to the shopping cart. A message is then sent to the store process to either cancel the operation and repeat the purchase, or confirm and prepare the order. The parallel gateway enables both tasks to be carried out simultaneously: verification of card information and verification of the card itself. The customer then selects the delivery method, either express or standard, and the process is completed.

B. DD-LOTOS Specification

The DD-LOTOS specification generated by the tool is given as follows:

```
S p e c i f i c a t i o n O n l i n e _ p u r c h a s i n g [ c a n a l ] : : =
B e h a v i o r L ( C u s t o m e r ) [ | c a n a l ] | L ( S t o r e )
where

process Customer[ canal ] ::= [true] -> ( choice g in {g1, g2}[]; g?x: Token;
gateway ! x; Select_product;
Add_product;
canal ! m; exit;
EndProc

process Store[ canal ] ::= canal?x: Token;
( [x="cancel"] -> gateway!x; Select_product;
    [x="ok"] -> ( Confirm_ordre; Prepare_order;
        Card_in; exit
        Card_check; exit ) ;
    [x="express"] -> Express_delivery; exit
    [x="standard"] -> Standard_delivery; exit
    )
) )
exit )
EndProc
EndSpec
```

C. Model Checking

In this section, we propose the formal verification of certain smooth functioning properties in our case study. This approach involves two main steps. First, we generate a semantic model that corresponds to the DD-LOTOS specification, which is named C-DATA [34, 37]. The second step involves utilizing the UPPAAL model checker, which takes both the C-DATA model and the property to be checked as input. Subsequently, UPPAAL provides either a result of a satisfied or unsatisfied property.

Within this context, we present the properties that have been verified.

A. Deadlock property : It is a safety property expressed through the following CTL formula.

\[ A[] \neg \text{deadlock} \]

This property is satisfied in our case study, ensuring the absence of deadlock in our model.

B. If the customer successfully confirms and pays for the order, the online purchasing system guarantees delivery. It’s a liveness property that ensures that all confirmed orders will be delivered.

\[ A[] (E<> (customer.pays -> A<>(online.delivery))) \]

This property is satisfied in our case study.

VI. CONCLUSION AND FUTURE WORK

BPMN notation is widely used in business process modeling. However, BPMN diagrams lack formal semantics, which makes them difficult to analyze and complicates the detection of certain errors or inconsistencies in specifications. Therefore, it is essential to formalize BPMN diagrams and integrate...
formal methods with BPMN notation to ensure the reliability of designed business processes.

The authors of [11–18] have proposed approaches to remedy the lack of formal semantics in BPMN diagrams. In general, their approach involves of mapping BPMN diagrams to formal languages, such as Maude, CSP and Petri nets.

Gateways are fundamental elements of BPMN notation and play a crucial role in the design of BPMN diagrams. For this reason, the works [9, 10, 25–32] have focused on exploring different types of gateways, including exclusive, inclusive, and parallel gateways.

In this paper, we have proposed a formalization of exclusive, parallel, and inclusive gateways using the DD-LOTOS formal language. The choice of the DD-LOTOS language is motivated by the formal semantics of the DD-LOTOS language, defined on a model of true concurrency semantics. Business process examples were studied to illustrate the use of each gateway, and a case study was presented to highlight all the formalization stages.

In our future work, we plan to focus on formalizing collaboration diagrams containing nested gateways with cycle.
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