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Abstract—Uncertainty of traffic in cities makes it difficult for
metropolitan buses to adhere to predetermined schedules, making
it strenuous for commuters to plan travel reliably. The proposed
LocateMyBus system leverages Internet of Things(IoT) set-ups
at bus stops and buses, and Machine Learning(ML) to assuage
this uncertainty by allowing commuters to track live-running-
status of buses, disseminate tentative and live-status to commuters
through Public Announcement(PA) systems at bus-stops and
a web-application interface. The schedule prediction module
provides a tentative schedule of buses with stop-wise arrival
times estimated using ML based on historic and real-time route
data. Arrival times of two bus-routes in the Massachusetts Bay
Area were collected for a period of four months by periodically
querying its real-time General Transit Feed Systems(GTFS). This
dataset was used to train and validate the proposed ML methods.
The IoT system was modeled on Proteus, and validated with a
miniature prototype. LocateMyBus is proposed as a step forward
toward minimal intervention algorithmic set-ups to ease the
uncertainty associated with bus commute in cities. It enables
commuters to track live running status and avail ML-predicted
tentative schedules. Furthermore, it eradicates the computation
requirements of GPS-based systems, whilst ensuring stop-level
tracking granularity. LocateMyBus’s ability to log bus arrival
times at each stop paves the way to building real-time GTFSs.

Index Terms—Internet of Things, Machine Learning, Smart
Bus Transit, Transit Feed Systems, Deep Learning, Schedule
Prediction.

I. INTRODUCTION

Commuting plays a key role in everyday life. The factors
that prevent hassle-free commute include indefinite waiting,
impractical signage, and inaccurate schedule, among others.
Commuters are usually unaware of the arrival time of their
buses. New commuters seldom have a reference to the public
transport schedule. The present scenario forces commuters to
be on the look out for buses and struggle to read signs on
buses, amidst the waiting crowd and road traffic, making it
uncomfortable and unsafe. Such issues often encourage people
to resort to private transport, and cab services. Reduced use
of mass transports increases traffic congestion, and vehicle
emission. Furthermore, it increases travel time, fuel usage,
and decreases accessibility and mobility. To alleviate traffic
congestion, although different techniques have been suggested:
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demand-side measures such as congestion pricing and traffic
management; and supply-side measures such as constructing
more roads and adding lanes; expanding public transportation
services is reportedly considered as one of the most promising
techniques [1] [2].

Providing reliable and accurate arrival information is key
to improving the service of bus transit systems [3]. It will
attract people to the use of public transport, and increase
their contentment [4]. Travelers can be provided with reliable
travel information using Advanced Public Transport Systems
(APTSs), a key component of Intelligent Transportation Sys-
tems (ITSs) [5]. By using automatic vehicle location and
identification, traditional bus transit service can be improved
manifold. In practice, it is common to have several bus routes
sharing the same road segments and bus stops. Passengers
can choose different bus routes to reach their destinations.
Hence, knowing when the next buses of multiple routes
will arrive is useful in saving passenger waiting times and
in curbing anxiety [6] [7]. However, real-time travel time
information cannot be easily measured and made available
directly. Therefore, mathematical models that can track and
predict arrival time with reasonable accuracy, and notify the
commuters in an organized manner are key to solving the
aforementioned problems.

A variety of models for predicting traffic states such as
travel time and traffic flow have been developed over the years.
The LocateMyBus system proposed in this paper addresses
the aforementioned issues in city bus transit using IoT and
ML. The IoT modules enable bus arrival time logging for
live bus tracking, as well as to collect data for subsequent
schedule prediction. Notably, the IoT network eliminates the
use of GPSs in providing bus stop level granularity in location
tracking: this overcomes the need to update the database
when bus stops are relocated, and the need for powerful edge
devices, among other caveats of a GPS-based system. The
easy-to-deploy set of IoT modules facilitate interconnection
of buses and bus stops across a city, maintain a central log of
bus arrival times, and pave the way to the development of a
real-time GTFS for cities. The ML-based prediction algorithm
integrates historic data and real-time arrival information to
provide realistic estimates of bus schedules for commuters
based on time-log patterns. A web-interface is proposed, in
addition to the PA systems at the stops, to provide a convenient
means for commuters to access information about running
status and expected schedules of buses. A prototype of the
proposed IoT system was built using Arduino and Raspberry-
Pi boards as proof-of-concept. This work also collected arrival
times of two bus routes in the Massachusetts Bay Area for
a period of four months by regularly querying its real-time
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GTFS: this data was used to build and test the ML-based
schedule prediction model, and quantitatively evaluate and
compare its performance.

The remainder of this paper is organized as follows: Section
II presents a summary of related work for city bus tracking and
schedule prediction, and highlights the key contributions of
this work; Section III describes the proposed system, detailing
its individual components namely, the IoT modules, web-
server and interface, and the ML-based schedule prediction
module; Section IV presents a discussion of the proposed
system, comparing it with related work, and describing the
modeled proof-of-concept prototype. It also describes the data
collection methods, presents a quantitative analysis of the ML-
based schedule prediction system evaluated on data collected
from the MBTA transit system for the purposes of this study,
and presents a comparison with other existing prediction
systems; Section V concludes the paper, summarizing the pre-
sented system and schedule prediction method, and suggesting
future directions. The implementation code developed for a
prototype of the proposed system will be made available at:
https://github.com/karthik-d/LocateMyBus.

II. RELATED WORK

A literature survey was started to understand the need
for smart bus commute systems. The General Transit Feed
Specification (GTFS) defines a common format for public
transportation schedules. GTFS ”feeds” let transit agencies
publish their transit data and developers write applications that
use that data in an inter-operable way. The iBart application
[8] is one such application that provides scheduled arrivals,
service advisories and a trip planner using GTFS. Other such
apps exist for transit systems in Boston, Chicago, and London.
[9]. Although very useful, only few cities provide a real-time
GTFS at present.

In [10], the application of IoT in transportation is high-
lighted. The usage of GPS and RFID tags are primary mech-
anisms for location tracking. Authors in [11] have presented
a survey on usage of smart phone based sensing for intelli-
gent transportation. Embedded sensors in smart phone such
as accelerometer, gyroscope, and global positioning system
(GPS) have been applied for obtaining traffic information
and vehicle information. The solution in [12] involves using
Representational State Transfer (REST) APIs which users can
access through an android application, SMS or web-portals.
Authors in [13] proposed a flexible system for tracking student
buses. It provides real-time information about aspects like
location, speed, and number of students. Authors in [14] use
the cellular network and GPS for public bus transportation
and management system. They successfully implement an
integrated system with RFID tags, GPS and GSM for accurate
location. In [15], the proposed system aims to provide real-
time bus tracking and ETA display at all stops. This allows
commuters to have an idea about which bus to expect, when
waiting at a stop.

A variety of prediction models have been developed, in
literature, for bus arrival times. The most common ones
can be classified into: machine learning, historical average,

regression including support vector machines (SVMs) and
artificial neural networks (ANNs), Kalman filtering-based, and
dynamic models. Regression models predict and explain a
dependent variable with a mathematical function formed by
a set of independent variables [16]. Patnaik et al. proposed
a set of multilinear regression models to estimate bus arrival
times using the data collected by automatic passenger counter
(APC) [17]. Distance, boarding, dwell times, number of stops
and alighting passengers and weather descriptors were used as
features. Jeong [4] and Ramakrishna et al. [18] also developed
multilinear regression models using different sets of inputs.
Multilinear regression models are useful in identifying the
features important for prediction. Ramakrishna et al. found
out that bus stop dwell times from the origin of the route to
the current bus stop in minutes and intersection delays from
the origin of the route to the current bus stop in minutes are
less important inputs [18]. Machine learning algorithms can
screen a large number of variables to find combinations that
can reliably predict results [19]. A prediction model based on
SVM was proposed in [20], which used time, weather, road
segment, running time of the current road segment and running
time of the next link as the input parameters to predict the
running time of the bus. An artificial neural network model
based on site was used to predict bus arrival times in [16]. A
real-time bus arrival prediction system is presented in [21],
where a model-based algorithm is developed. It uses real-
time data to improve the model with the help of passenger
feedback. The Easy Come Easy Go (ECEG) [6] study presents
an algorithm that uses real-time GPS data from the field, and
takes delays into account for the prediction of bus arrival times.
This system relies on powerful smartphones installed on a bus,
and is independent of the bus operating companies.

The authors in [22] reviewed different AI-based methods
and algorithms to predict bus arrival times. It explores a range
of branches in AI methodologies and identifies some effective
methods such as support vector machines. Authors of [23],
[24] multi-attention graph neural network for city-wide bus
travel time estimation was proposed by the authors of [23],
focused on routes with sparse data availability. They leverage
LSTMs and convolution layers in deep learning to allow
improved time-step predictions. Bus travel time prediction
based on multi-source data fusion and captures factors such as
weather and travel date, finding them to be effective influence
in prediction.

A vast majority of bus tracking systems rely on GPSs. The
authors of [25] present a methodology for bus travel time
prediction, that helps to mitigate the issue of traffic congestion,
using state-of-the-art ML methods and GPS methods, and
support it with a case study from Sydney. While these systems
are reliable and effective, they suffer some caveats. Basic GPSs
are often characterized by location inaccuracy and drifting
when they are not able to reliably access signals from at
least four satellites. This can happen very frequently in buses
moving through cities, where large buildings and skyscrapers
can intermittently obstruct the signal. Furthermore, extreme at-
mospheric conditions can be problematic too. Several research
directions work toward improving GPS-based tracking in poor
GPS areas [26]–[29]. Location inaccuracies can be of the the
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order of meters and this poses a challenge to log bus accurate
bus arrival times [30]. Furthermore, with the use of GPS
systems, there is a need for manual updation of the software
system when route configurations changes. For instance, when
a bus stop is relocated, it’s new location must be updated on
the central database so that buses arriving at the stop can be
detected [31], [32]. Finally, GPS-based systems require well-
tailored algorithms to effectively detect bus arrivals [33]–[35].
Hence, the use of GPS-based systems has some pitfalls. The
proposed method also attempts to address some of these issues
by offering an alternative tracking system.

A. Key Contributions

This paper makes the following key contributions:

• An ML-based schedule prediction model that integrates
historic patterns and real-time statistics in bus arrival
times to estimate bus schedules is proposed. This out-
performs some of the previous segment-wise travel time
prediction models in literature.

• An IoT framework that allows live bus tracking with bus
stop level granularity. The framework overcomes the need
to update the database when bus stops are relocated, and
the need for powerful edge devices, among other caveats
of a GPS-based system.

• An easy-to-deploy set of IoT modules is proposed to
facilitate interconnection of buses and bus stops across
a city, maintain a central log of bus arrival times, and
pave the way to the development of a real-time GTFS
for cities. Moreover, the IoT system can be integrated
with algorithmic solutions to deal with changes to bus
route states, such as bus stop relocation. For instance,
the proposed schedule prediction module uses a dynamic
prediction adjustment module to achieve this.

• Bus arrival times of two bus routes in the Massachusetts
Bay Area is collected for a period of four months by
regularly querying its real-time GTFS. This data is used
to build and test the schedule prediction model. The
availability of such bus arrival datasets is limited; the
study dataset will be made available to researchers by
the authors upon reasonable request.

III. PROPOSED SYSTEM

The proposed system models a framework that comprises
four broad elements, namely the IoT system, Machine Learn-
ing (ML) based schedule prediction, the web server, and the
web interface for commuters. The IoT network interconnects
sensors, controllers and actuators across bus stops and buses
through a web server. The ML element performs real-time
prediction of buses’ segment travel times to estimate ETAs.
The web interface allows commuters access to running status
of buses in transit, and to estimated schedules of buses that
will commute in future. The implementation code developed
for a prototype of the proposed system will be made available
at: https://github.com/karthik-d/LocateMyBus.

A. Overall Architecture

The overall set up of the four elements is depicted in
Figure 1. The web server forms the central coordinating
entity for managing communication across the deployed IoT
devices. The receiver beacons ping the server to log arrivals.
The transmitter beacons inform the server about associations
between buses and trips. The advance intimation module draws
imminent arrivals and ETAs for specific bus stops from the
server, and the web application module provides an interface
that presents a real-time user-view to commuters.

B. IoT System

The IoT system equips the bus stops and buses with sensors,
actuators and network interfacing hardware necessary to track
and log bus schedules. The IoT system is modeled as a set of
independent pluggable modules, presented below:

a) Transmitter Beacon Module.: The transmitter module
is installed on all buses. The module has two key components,
an RF tag (transmitter beacon) with a unique number that
identifies the bus, and a trip code entry interface. Before the
trip begins, the trip code is registered using the entry interface.
The module pings the server to associate this trip code with
the bus identifying number. At the end of the trip, the entry
interface can be used to de-register the trip code.

b) Receiver Beacon Module.: The receiver beacon mod-
ule is installed in all bus stops, and features a RF reader and
a networking device. It receives the unique bus identifier code
stored in the RF card of the arriving bus, and pings a HTTP
request to the web server along with the code. The remote
server, upon receiving the bus identifier number, recognizes
the current trip the bus is servicing and the client stop, and
logs the arrival time in the database. It is worth noting, that
the edge devices at the bus stops do not invest compute
power in decoding the current trip of the arriving bus. This
responsibility is left to the remote server.

c) Advance Intimation Module.: This module is also a
part of the bus stops’ IoT system. It pings the remote server
at regular intervals, requesting for updates in transit status
of buses scheduled to arrive at the corresponding bus stop.
Received transit updates are presented in real-time on Public
Announcement Systems (PASs) at the bus stop. Any form of
announcement system can be interfaced with this module. The
ETA estimation using ML and schedule changes are handled
in entirety by the central server.

C. Machine Learning for Schedule Prediction

Most metropolitan transit systems are characterized by
several bus routes sharing the same road segments and bus
stops (segment refers to the road between two consecutive
bus stops). For instance, Figure 3 contains ten such common
segments for SL4 and SL5 between the stops Nubian SQ and
Chinatown. The parameters affecting the segment travel times
in such transit systems can be constant like segment length, or
be transient in time like traffic conditions on road and queuing
up of buses at stops among others. The transient parameters
are characterized by inherent patterns that recur over time,
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Fig. 1. Overview of the architecture of LocateMyBus system

as well as by dynamic variations that cause them to deviate
from these patterns. The proposed schedule prediction model
predicts baseline segment travel times by training an ML
regression model that deduces these patterns from historic data
of travel times. The baseline prediction is improved in real-
time by applying a Kalman filter that corrects the prediction
based on most recent travel time observations for the particular
segment. The following sections present formal definitions
of the learning techniques, model inputs, rationale, and the
overall learning framework.

1) Support Vector Regression: Support Vector Machines are
capable of mapping the features from the input space to a
higher dimensions space to model complex relations between
the features. Suppose that the training data comprises xn as a
multivariate set of N observations with corresponding target
values yn. Support Vector Regression (SVR) aims to find a
smooth function f(xn) that deviates from yn by a value no
greater than ϵ (equation 1). This is solved by optimizing the
objective function J (equation 2).

f(xn) = ωϕ(xn) + b (1)

J =
1

2
∥ω∥2 + C

N∑
n=1

Lϵ(yn, f(xn)) (2)

where ϕ(x) translates input to high dimensional space, ω is
the parameter vector, Lϵ is the ϵ-insensitive loss function, and
C is the box constraint to control the trade-off between the
smoothness of f(x) and toleration of errors larger than ϵ.

SVR solves equation 1, subject to minimizing equation 2,
for parameters to obtain the target regression line (equation
3). an and a∗n are non-negative Lagrangian multipliers for the
data point xn in the training data.

f(x) =
N∑

n=1

(ai − a∗i )ϕ(xi)ϕ(x) + b (3)

f(x) =
N∑

n=1

(ai − a∗i )G(xi, xj) + b (4)

Non-linearity is introduced into the SVR regression line
by incorporating a kernel function. The kernel functions are
parameterized by xi and xj , as shown in equation 3, to produce
equation 4. In this work, the Gaussian and polynomial kernel
functions (with degree d) are employed (equations 5 and 6
respectively).

G(xi, xj) = exp(−∥xi − xk∥2) (5)

G(xi, xj) = (xi.xj)
d (6)

2) Neural Networks: Neural Networks (NNs) are powerful
learning architectures that can model highly complex relation-
ships between their inputs and outputs. The input variables are
presented to the NN such that the function signal appearing at
the output of neuron j is computed according to equation 7.

Yj = Ψj(

m∑
i=1

wjiXi + bj) (7)

where m is number of inputs applied to neuron j, {Xi} is set
of inputs of neuron j, Yj is output of the jth neuron, wji is
the synaptic weight connecting the ith input to jth neuron, bj
is error term, and Ψj(·) is an activation function.

Ψ(x) =
1

1 + e−x
(8)

The activation function Ψj(·) introduces a non-linear rela-
tionship between node inputs and outputs. Sigmoidal functions

K. DESINGU et al.: LOCATEMYBUS: IOT-DRIVEN SMART BUS TRANSIT 139



such as logistic and hyperbolic tangent functions are the most
common choices. In this study, the sigmoid activation function
(equation 8) is used. The objective is to improve weights wji

to minimize Mean Absolute Error (equation 21).
3) Kalman Filter: The Kalman filter is a recursive esti-

mator. It uses a series of measurements observed over time,
incorporates statistical noise, and produces, expectedly more
accurate, estimates of the target variables. The Kalman state
equation is expressed in equation 9, where xk denotes the bus
travel time at current time step k that needs to be predicted,
Ak−1 represents the state transition parameter relating xk−1

to xk, and wk−1 denotes the process noise term that has a
normal distribution with zero mean and a variance of Qk−1.

xk = Ak−1xk−1 + wk−1 (9)

The state transition parameter Ak−1 is calculated by data
in previous time step. The state xk and measurement yk
follow equations 10 and 11 respectively. Here, vk denotes the
measurement noise term that has a normal distribution with
zero mean and a variance of Rk−1. wk−1and vk are assumed
to be independent.

xk = xk−1 + wk−1 (10)

yk = xk + vk (11)

The filtering procedure is detailed below, where ¯̂xk denotes
the prior estimate.

a) Step 1 (initialization).: Set t = 0. Let E[x0] = x̂0,
E{[x0 − x̂0]

2} = P0 and E[w(i).v(j)] = 0 for all i, j, where
x̂0 is the predicted travel time at step 0.

b) Step 2 (extrapolation).: Extrapolate state estimate and
error covariance using equations 12 and 13.

¯̂xk = Ak−1 ˆxk−1 (12)

P̄k = Ak−1Pk−1A
T
k−1 +Qk−1 (13)

c) Step 3 (Kalman gain calculation).: The objective is
to find blending factor Kk that minimizes the performance
criterion. Kk is expressed in equation 14.

Kk = P̄k(P̄k +Rk)
−1 (14)

d) Step 4 (update).: Update state estimates and error
covariance using equations 15 and 16.

x̂k = ¯̂xk +Kk(Yk − ¯̂xk) (15)

Pk = (I −Kk)P̄k (16)

e) Step 5 (next iteration).: Let k = k + 1, and repeat
from Step 2 until the circulation is complete.

4) Proposed Real-Time Prediction Framework: The pro-
posed real-time schedule prediction framework is depicted in
Figure 2. As a first step, the baseline predictor fϕ, a regression
model, that estimates a baseline segment travel time. This is
based on recurring patterns inferred by the regression model
based on historical data. To incorporate the effects of dynamic
factors into the prediction, an optional second step applies a
Kalman filter fk that follows the update sequence in section
III-C3 to adapt the baseline prediction to real-time, based on
the statistics of most recent travel time observations.

Two different regression techniques are experimented with
and compared, namely SVR and NN. The input features to the
regression models are as follows:

a) Speed of current bus in the previous segment (vbus).:
The speed of the bus in the previous segment is computed
as the ratio of previous segment distance to the corresponding
travel time (equation 17). It is indicative of the bus’s condition
during this trip, such as malfunctions, crowding, or other trip-
specific factors.

vbus =
lprevseg
tprevseg

(17)

where tprevseg represents the actual travel time of the bus in
the previous segment, and lprevseg represents the length of the
previous segment.

b) Time of day (td).: The time of day can influence the
traffic and hence, the travel time on the road segment. This is
expressed as a categorical feature. Time of day is binned into
1-hour intervals by treating the hour value in 24-hr format as
its numeric class encoding. For instance, 9.28 PM is encoded
as class 21.

c) Holiday or Working day. (h): Road traffic patterns
are different on business days and holidays. Furthermore, they
also correlate with td. h is represented as a binary categorical
variable, denoted as 0 for holidays, and 1 for working days.

d) Weighted moving average of travel times of previous
buses on the same segment. (tp): The previous buses that
traveled along the same road segment are good indicators of
the current state of the road condition. The travel time of a
preceding bus has greater influence on the current prediction
when its time headway is lesser. Hence, a simple weighted
method (equation 18) is used to compute tp.

tp =

k∑
i=1

1
Ti∑k

j=1
1
Tj

tseg,i (18)

where tseg,i denotes the travel time of the ith preceding
bus on the current segment, Ti represents the time headway
between the current bus and the ith preceding bus, and k
denotes the number of preceding buses considered to compute
tp. Following successful applications in [6] [36], this work
adopts k = 3 i.e. three preceding buses are considered.

The regression model is a baseline predictor fϕ with param-
eter ϕ trained using historic data through supervised learning.
The aforementioned features serve as inputs, and the segment
travel time forms the prediction target, to produce a trained
baseline predictor fϕ, where ϕ is the learned parameter setting.
A baseline estimate of travel time can be made using equation
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Fig. 2. Proposed schedule prediction framework.

19. The estimate can be adjusted to real-time by using the
Kalman filter as depicted in equation 20.

tseg,baseline = fϕ(vbus, td, h, tp) (19)

tseg,realtime = fk(tseg,baseline) (20)

5) Deploying the Prediction Module: The schedule predic-
tion module finds its application in two distinct use-cases:
(1) real-time schedule prediction for buses in transit, and
(2) tentative schedule prediction for buses that will transit in
future. The former applies both steps of the proposed real-
time prediction framework to predict segment travel times
adjusted to real-time (tseg,realtime), while the latter predicts
tseg,baseline by using only the baseline predictor since real-
time data is not available for buses that will commute in future.

The baseline predictor fϕ trained on historic data is de-
ployed as a model specification file, along with its weight
parameters on the web server. The Kalman filter fk is stored
on the server with its most recent state for each segment.
Each time a prediction use-case is queried, the associated route
and segment information is drawn from the database, relevant
features are computed and fed to the model, and the predicted
segment travel time is returned as response.

D. Central Web Server

A central web server is deployed to interconnect the de-
ployed IoT modules. The communication happens over the
internet using RESTful API. There are three key API endpoints
that help maintain the state of the database in real-time:

a) Register or de-register trip code for a bus.: Before
starting a trip, the bus’s IoT module is used to enter the trip
code that the bus will service. When the module pings this
endpoint with the trip code, the web server associates it with
the bus.

b) Arrival time logging.: When a bus arrives at a stop,
the receiver module reads the bus’s RF tag, and pings this API
endpoint. In response, the web server records the arrival time
of the bus at this stop for the current trip.

c) Avail imminent arrival times.: The advance intimation
modules at the bus stops ping this endpoint at regular intervals
to manage their PASs. The web server responds with a list of
all buses that will arrive next at this stop.

E. Web Interface for Commuters

The web interface is essentially a user presentation of
the web server. The central web server already stores real-
time updates of bus arrivals based on update pings from the
deployed IoT modules. The web interface, simply accesses
the database to fetch this data and other route information,
and computes and responds to user queries. The web interface
facilitates two broad user queries: (1) track running status,
and (2) avail expected schedule of buses. The running status
can be accessed for buses in transit. The actual arrival time
of the bus is displayed for stops that the bus has already
crossed. For stops that it is yet to reach, the Estimated Time
of Arrival (ETA) is predicted using the real-time schedule
prediction module (both prediction steps, baseline fϕ and
Kalman adjustment fk, are applied). Likewise, the expected
schedule of a bus trip can be availed for buses that have
not departed from their source stop yet. The expected arrival
times of the bus at all stops along its route is estimated using
the schedule prediction module, applying only the baseline
predictor fϕ, since real-time arrival data in not available for
future transits.

IV. RESULTS AND DISCUSSION

A. Schedule Prediction

The schedule prediction model estimates segment-wise
travel times. It was trained and tested on bus arrival times
in the Massachusetts Bay Area. Specific road segments were
chosen to analyze the models’ performance.

1) Data Collection and Cleaning: The Massachusetts Bay
Transportation Authority (MBTA) provides a GTFS-realtime
feed. The GTFS-realtime feed features an API with three kinds
of updates, namely trip updates, service alerts and vehicle
positions. For data collection, the MBTA Silver Line bus
routes SL4 and SL5, both inbound and outbound, were chosen.
The routes have a good mix of common and independent road
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Fig. 3. Maps of MBTA’s SL4 and SL5 bus routes. The highlighted portions represent the segments chosen for analyzing the prediction models.

Fig. 4. Snapshot of selected attributes for a portion of the bus arrival times data.

segments (refer to Figure 3). The trip updates API was queried
regularly for four months (October 2020 to January 2021) to
record bus arrival times for all trips on these routes. After
cursory data cleaning, dropping corrupt and invalid values,
about 550,000 arrival times remained, resulting from about
46,000 trips. The arrival times data is stored as CSV files.
Of the wide-range of attributes available in the logged data,
only attributes relevant for model training are retained. A
snapshot of these attributes is presented in Figure 4 for a
small portion of the collected data. The collected data is split
into training and testing sets, where data from the first three
months constitute the training set, and that from the fourth
month constitutes the test set. Adopting a chronological split
is representative of the real-world scenario for travel time
prediction, where historic data is used to make predictions
about future trends.

2) Model Training and Performance: The baseline estima-
tor fϕ was trained using the training set and validated on
the testing set. To ensure that features have similar ranges
and allow faster convergence, all numerical features were
normalized between 0 and 1 using min-max normalization.
Two regression learning techniques were experimented with
for the baseline predictor, SVR and NN.

a) Support Vector Regression.: Two SVR regression
models were trained on historic data, one using the Gaussian
kernel (SVR-Gauss), and the other using a polynomial kernel
of degree two (SVR-Poly). The trained parameters were ob-
tained, following the SVR training methods detailed in section
III-C1. The model was trained using stratified 4-fold cross
validation, and the performance measures were ascertained as
an average over the four runs.
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b) Neural Network: A single hidden-layer neural net-
work architecture was used for the baseline predictor. It
comprised of 4 neurons in the input layer corresponding to
the 4 features considered, 8 neurons in the hidden layer, and
1 neuron in the output layer. The number of neurons in the
hidden layer was determined after experimenting with a short
range of values between 4 and 10. The sigmoid activation
function was used between the input and hidden layers. The
network was trained using the backpropagation algorithm at a
learning rate of 3e− 03.

The error in predicted segment travel times was estimated
in terms of (1) Mean Absolute Error (MAE), and (2) Mean
Absolute Percentage Error (MAPE) in the forms presented in
equations 21 and 22.

MAE =

∑
|tobserved − tpredicted|

N
(21)

MAPE =
1

N

∑ |tobserved − tpredicted|
tobserved

(22)

To ascertain the real-time schedule prediction performance,
three road segments were considered: Segment 1 between Tufts
Med Center and Herald St., Segment 2 between South Station
and Chinatown, and Segment 3 between Boylston and Tufts
Med Center. These road segmented are summarised in Table
I. The segments were chosen for their significant differences
in road types. For instance, segment 1 crosses an interstate,
while segment 3 has two turns. Such features can significantly
impact the bus travel time in the segment.

TABLE I
ROUTE SEGMENTS CONSIDERED FOR PREDICTION PERFORMANCE

EVALUATION. DISTANCES ARE EXPRESSED IN meters, APPROXIMATELY.

Segment No. Starting Stop Ending Stop Distance
Segment 1 Tufts Med. Center Herald St. 565
Segment 2 South Station Chinatown 644
Segment 3 Boylston Tufts Med. Center 483

The performance of the three models evaluated on the three
segments, with and without the Kalman filter for real-time
adaptation, is presented in Table II. It is evident that the
Neural Network model consistently outperforms both the SVR
variants, although the SVR with a Gaussian kernel performs
quite well. Furthermore, the application of the Kalman filter
leads to significant performance gains, exhibiting very low
errors values in comparison to their non-Kalman counterparts.

The MAPE values of the best prediction models namely,
NN and NN-Kalman, are compared with other similar work
in literature, that attempt to predict segment-wise bus travel
times [36] [37] [38]. This comparison is presented in Table
III. MAPE values are evaluated as a normalization over actual
travel times. Hence, although predictor performance is contin-
gent on a range of factors pertaining to the road segments and
the city or town considered: the quality of roads; length of the
segments; nature of bus travel; and traffic conditions, among
others; MAPE is a reasonable metric to perform a primitive,
sparing and approximate comparison of the prediction models.

TABLE II
PERFORMANCE OF PREDICTION MODELS. KALMAN FILTER VARIANTS ARE

SUFFIXED WITH -Kmn REPRESENT. MAE AND RMSE ARE EXPRESSED IN
seconds. MAPE IS IN %.

Model Segment 1 Segment 2 Segment 3
MAE MAPE MAE MAPE MAE MAPE

SVR-Poly 29.2 14.26 31.3 15.22 32.6 16.24
SVR-Gauss 23.4 11.10 24.4 11.84 26.4 13.22

NN 22.5 9.76 24.2 9.81 25.8 10.01
SVR-Poly-Kmn 18.3 5.56 17.4 5.96 21.3 6.44

SVR-Gauss-Kmn 11.4 5.42 13.2 5.48 15.3 6.02
NN-Kmn 10.2 3.86 12.6 4.12 14.4 4.59

TABLE III
COMPARISON OF PERFORMANCE OF THE PROPOSED BEST PREDICTION

MODEL, WITH OTHER WORK BASED ON SEGMENT TRAVEL TIME
PREDICTION. KALMAN FILTER VARIANTS ARE SUFFIXED WITH -Kmn
REPRESENT. THE MAPE METRIC IS USED FOR COMPARISON, AND IS

EXPRESSED IN %.

Model MAPE(s) Avg. MAPE
Historical Avg. [38] 19, 17, 11 15.67

Kalman [38] 16, 8, 8 10.67
ANN [38] 12, 9, 8 9.67
SVM [37] 11.65, 9.75, 9.50, 8.87 9.94
ANN [37] 9.92, 8.55, 10.42, 8.19 9.27
SVM [36] 10.24, 16.73, 11.91 12.96
ANN [36] 10.52, 17.60, 12.70 13.61
NN Ours 9.76, 9.81, 10.01 9.86

SVM-Kalman [36] 4.33, 6.82, 4.46 5.20
ANN-Kalman [36] 4.34, 6.96, 5.10 5.47
NN-Kalman Ours 3.86, 4.12, 4.59 4.19

The authors of [36] follow an approach that is very similar
to the proposed LocateMyBus system: they use a Kalman filter
approach to improve baseline prediction, and consider three
different road segments for evaluating their prediction model.
The table lists the MAPE values on each of these segments,
and also presents the average of these values. The proposed
method outperforms both, its baseline and its Kalman variants
in terms of the average MAPE values. In [37], however, only
one segment is considered. The MAPE values are compared
for four different configurations of times of the day and
location within the city (referred to as groups). The table
lists the four MAPE values and averages them. The proposed
baseline model performs at par with theirs while, the proposed
Kalman variant significantly outperforms their models. The
authors of [38] evaluate their prediction models on three
different segments. However, the segments here include other
intermediate stops, and are not strictly between consecutive
stops. Three different overlapping segments are considered,
chosen such that each is longer than the previous. Since it
presents the MAPE values only graphically, Table III rounds
the MAPE values to the nearest integer value when listing
them, and averages the performance on the three segments.
Here too, the proposed baseline performs at par with their
predictors, and the Kalman variant outperforms all of them.

It can be observed that errors in travel time predictions of
the proposed system are the highest for segment 3, followed
by segments 2 and 1. This relative ordering is consistent
across all models. The two traffic junctions in segment 3 likely
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explain the high rate of errors, since patterns of traffic at
junctions are intuitively more complex than at plain roads;
and therefore, harder for an ML model to capture. On the
contrary, although segment 1 is characterized by an interstate
crossing, it engenders lesser prediction error than segment 2.
This can be explained by the significantly higher distance
covered by buses in segment 2, possibly overshadowing the
effect of busy and unpredictable traffic at the intersection
in segment 1. These observations suggest that road segment
length is an importance factor. Concomitantly, however, it is
not the only factor that induces complexity into the problem
of travel time prediction. Rather, other aspects of the road
segment also factor in, and considering features based on
speed and activity of previous buses is vital; supporting the
choice of features chosen in this study. Furthermore, this
work restricts segments to only sections of roads between
consecutive stops, in contrast to studies such as [38] [37],
where segments comprising intermediate stops are allowed.
In such models, since not all of the aforementioned segment-
specific factors can be concretely laid down, and presented as
input to the model like segment length, over-generalization of
traffic patterns across road segments is likely; consequently
worsening the prediction error.

B. Web Server, Interface and IoT Prototype

A miniature prototype of the LocateMyBus system was built
and simulated using IoT modules for two buses, and three
bus stops namely, South Station, Chinatown, Tufts Medical
Center, and Herald St., a simplified version of an MBTA
bus route. Each bus is equipped with a transmitter module
comprising an RF tag, and a trip code entry interface through
a laptop. The bus stops have the receiver module with an
RFID reader, and an advance intimation module that displays
bus arrival information. All IoT devices are networked using
LAN to communicate with a central server, that houses the
the prediction module. The IoT systems were simulated on the
Proteus software, and prototyped with Arduino and Raspberry
Pi boards. A snapshot of the IoT set up for Proteus simulation
is presented as Figure 5. And Figure 7 includes screenshots
of the web interface.

A typical workflow during a bus trip would be the following:
Before the bus departs from source, the trip code is entered,
and the server is pinged to associate the bus with the trip.
At regular intervals, the bus stops’ intimation modules query
the server to get expected arrivals, and display them on their
PAS. When a bus arrives at a stop, the receiver module uses
the RF reader to detect the bus, and pings the server to log
the arrival event. Throughout, the web interface displays the
running status of the bus by directly querying the server. Figure
6 presents an abstract depiction of the prototype’s time logging
mechanism.

C. Discussion

The proposed LocateMyBus system integrates a novel con-
nected IoT set up, with an ML-based workflow for bus
schedule prediction. It completely eliminates the need for long
distance connectivity of buses to satellites (for GPS) or mobile

Fig. 5. IoT system simulation of the prototype on Proteus
software.

Fig. 6. IoT system prototype built using Arduino and Raspberry
Pi boards.

networks (for communication). Rather, it translates the internet
connectivity requirement to stationary bus stops, where it is
more feasible to set up reliable internet connections. Hence,
it eliminates the drifting and location inaccuracy issues asso-
ciated with GPS systems. Furthermore, the proposed system
does not require complex computational requirements on the
edge devices: ML inference is performed at the central server,
and logging bus arrival time is a rudimentary process that is as
minimal as receiving an RF signal and sending a successful
API request to the server. Hence, the LocateMyBus system
does not require sophisticated edge devices at the bus stops
and in the buses.

The authors also posit that the travel time predictions will
be effective even when the state of a route is modified, and
that a purely algorithmic solution will be sufficient to adjust to
such a change, say bus stop relocation. The proposed algorithm
attempts to model travel time as a function of previous travel
times in the segment with adjustments based on real-time on-
day information, eliminating a direct dependency on aspects
such as distance which depend on stop location and require
updations when relocated. By doing so, the proposed modeling
logic allows for the development of a purely algorithmic
solution to deal with route state changes. The authors be-
lieve that this is a step forward in eliminating the need for
manual/physical interventions. In the current version, the real-
time prediction module learns to adjust the prediction, over
time, to accommodate changes in travel time arising from such
relocations.
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Fig. 7. Screenshots of the commuters’ web interface from the prototype implemented based on a simplified version of MBTA’s SL4 route.

V. CONCLUSION AND FUTURE WORK

This paper proposes the LocateMyBus system that leverages
Internet of Things (IoT) and Machine Learning (ML) to
ease the uncertainty associated with bus commute in cities.
It enables commuters to track live running status, and avail
estimated schedule of buses through a web interface, as well as
through PA systems at bus stops. The system employs a Neural
Network and Kalman filter based prediction model to estimate
segment-wise travel times of buses based on historic and real-
time data of bus arrivals and route information. Further, the
system proposes a set of IoT modules comprising low compute
power edge devices to log bus arrival times, paving the way
to building real-time General Transit Feed Systems (GTFSs).

Future directions of our work on this algorithm will focus
on incremental learning to continually integrate arrival data
collected everyday with the trained model. As a result, over
time, the model will be able to adapt its predictions to the
newer state of the bus route segment affected by relocation.
Future work will also focus on collecting GTFS data specific to
relocation scenarios to analyze the effectiveness of incremen-
tal learning and other potential algorithmic approaches. The
proposed system can be extended as a distributed network in
future to handle large volume of requests from buses, stops and
commuters across a city. Other future directions can include
extending the system as a distributed network to handle large
volumes of requests from buses, stops, and commuters across
a city.
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