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Abstract—Multipath communication has recently arisen as a
promising tool to address reliable communication in vehicular
networks. The architecture of Multipath TCP (MPTCP) is
designed to facilitate concurrent utilization of multiple network
interfaces, thereby enabling the system to optimize network
throughput. In the context of vehicular environments, MPTCP
offers a promising solution for seamless roaming, as it enables
the system to maintain a stable connection by switching be-
tween available network interfaces. This paper investigates the
suitability of MPTCP to support resilient and efficient Vehicle-
to-Infrastructure (V2I) communication over heterogeneous net-
works. First, we identify and discuss several challenges that arise
in heterogeneous vehicular networks, including issues such as
Head-of-Line (HoL) blocking and service interruptions during
handover events. Then, we propose a cross-layer path man-
agement scheme for MPTCP, that leverages real-time network
information to improve the reliability and efficiency of multipath
vehicular communication. Our emulation results demonstrate
that the proposed scheme not only achieves seamless mobility
across heterogeneous networks but also significantly reduces
handover latency, packet loss, and out-of-order packet delivery.
These improvements have a direct impact on the quality of
experience for vehicular users, as they lead to lower application
layer delay and higher throughput.

Index Terms—V2X, MPTCP, Multipath, Vehicular communi-
cations, Path manager, cross-layer, Wireless, Connected Vehicles,
Heterogeneous networks.

I. INTRODUCTION

THE Intelligent Transportation Systems (ITS) have de-
veloped rapidly to enhance road safety and offer new

services such as infotainment and in-car connectivity. Wireless
communication plays an essential role in ITS, allowing vehi-
cles, roadside infrastructure, and remote entities to cooperate
to enhance the traffic efficiency and comfort of road users.

Current radio access technologies (RATs) have different
characteristics regarding coverage area, data rate, central fre-
quency, and modulation scheme. Combining multiple network
technologies provides reliable broadband access for a vehicle
user and helps to improve communication efficiency and
throughput. Integration of multiple RATs is needed to support
connectivity over various networks with seamless mobility and
good service continuity. However, the heterogeneity of such
technologies still causes severe concerns with data transfer and
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service continuity, as a vehicular user may frequently switch
between different networks while traveling from one location
to another. In a highly dynamic communication environment,
where topology frequently changes and connectivity is often
disrupted, meeting Quality of Service (QoS) requirements
can be a challenging task. In addition, meeting the varying
reliability and latency requirements of different applications
in a moving vehicle can be a challenging task.

Several studies have proposed a tight integration of different
wireless technologies to increase communication efficiency in
heterogeneous vehicular networks [1]–[3], where each system
offers unique benefits. Modern vehicles are often equipped
with On-Board Unit (OBU) containing different radio in-
terfaces such as Wireless Fidelity (Wi-Fi), dedicated short-
range communication (DSRC), Long-Term Evolution (LTE),
Bluetooth (BT), among others. OBU allows exchanging in-
formation with other road users and road infrastructure by
using available network devices. For example, a vehicle user
can connect to the Internet through the Roadside Unit (RSU)
in ad hoc mode or through the infrastructure of the cellular
network. However, several problems need to be addressed
to make different technologies work together under highly
dynamic vehicular environment [4]. Coordinating multiple
RATs to select the network with the best connectivity while
considering application requirements is a challenging task. The
vertical handover (VHO) mechanism between heterogeneous
networks, induced by vehicle mobility, must provide seamless
and reliable connectivity anytime and anywhere. The network
selection algorithm should consider multiple factors, such as
signal strength, application requirements, available bandwidth,
vehicle position, and speed.

Multipath connectivity is a promising approach to improve
the network service for high-speed vehicles [5]–[8]. Equipped
with multiple interfaces, the OBU enables vehicles to take full
advantage of the available wireless technologies and maintain
a continuous connection. Although multipath communication
offers many advantages, its performance is currently poor
in highly dynamic environments [9]. The constant handover
events over heterogeneous networks due to vehicle mobility
often lead to significant service interruptions. To address
this issue, our paper focuses on improving Multipath TCP’s
[10], [11] handling of vehicle mobility at the transport layer.
MPTCP is capable of maintaining several connections, known
as subflows, and simultaneously transmitting a single data
stream over them.Unfortunately, the current protocol imple-
mentation does not consider user mobility or the frequently
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changing path characteristics of wireless links. Instead, the
MPTCP uses the transport layer information to estimate the
channel capacity and latency, which is insufficient in accu-
rately reflecting the dynamic nature of vehicular networks.
Consequently, link failure detection can be slow, especially
when the path is abruptly broken, resulting in low communi-
cation performance under handover events.

Our main goal is to design a path management (PM) scheme
that considers characteristics of available heterogeneous ve-
hicular networks. In this work, we focus on a cross-layer ap-
proach, where the interaction among upper and lower protocol
stack layers exists in order to improve path selection accuracy.
Our research offers a comprehensive evaluation of MPTCP’s
performance in vehicular networks. Additionally, we propose
a novel PM scheme that utilizes received signal strength
(RSS) to dynamically manage interface usage. This approach
accurately assesses path quality and predicts potential link fail-
ures in advance, resulting in better network performance. The
effectiveness of the proposed technique in vehicular scenarios
was demonstrated using a realistic emulation framework [12].

The initial version of our PM scheme was published in
[13], where we analyzed the cross-layer approach for vehicular
networks. This paper presents an extended version of the initial
solution with new unpublished results, and it differs in several
aspects, as outlined below:

• Section II contains an extended list of related works, a
more detailed description of each work mentioned, and a
major standardization efforts.

• Section III presents the theoretical background and the
description of various issues related to the use of multi-
path communication in vehicular networks.

• Section IV first described the mptcpd tool, used to send
and receive PM-related messages from the kernel. Next,
an intelligent subflow control algorithm was designed,
which is a novel contribution.

• Section V evaluates the performance of the proposed
cross-layer PM for vehicular networks using experiments
conducted in a realistic emulation environment to confirm
previous results and obtain new outcomes.

The rest of the paper is organized as follows: Section II re-
views the literature on VHO methods in heterogeneous vehic-
ular networks. Section III provides background and motivation
regarding the usage of MPTCP in vehicular communications.
Open issues of current multipath strategies are then discussed.
The proposed cross-layer PM algorithm is described in Section
IV, and its performance evaluation is presented in Section V.
Section VI concludes the paper.

II. RELATED WORKS

The Media Independent Handover (MIH) service protocol
[14] by the IEEE 802.21 Working Group is the major standard-
ization effort for handoff mechanism between heterogeneous
networks. The IEEE 802.21 standard specifies an interface that
optimizes the handover mechanism among cellular and non-
cellular systems. The set of basic services offered by the MIH
allows interaction with the upper and lower layers through
exchanging messages between entities. For example, MIH can

detect the changes in physical channel condition and link state
changes, and this information can be used at the upper layer
to make VHO decisions and control the lower layers through
a set of commands.

3GPP has recently proposed the use of multipath transport
protocols for 5G networks to improve network interoperability
[15]. As a result, the Access Traffic Steering, Switching, and
Splitting (ATSSS) architecture was introduced to exploit trans-
port layer multi-connectivity between 3GPP and non-3GPP
networks. The recently introduced Path Aware Networking
Research Group [16] aims to support research in bringing
path awareness to transport and application layer protocols.
It exploits interoperability mechanisms in order to combine
different networks; discover information about the properties
of a path, and design new algorithms for path selection and
scheduling decisions based on this information.

Numerous studies are currently being conducted to address
vehicular connectivity in heterogeneous multi-RAT environ-
ments. However, only a few of these works have taken into
account the use of MPTCP for data transfer and seamless
mobility in highly dynamic environments. A survey in [6]
reviewed the existing studies on MPTCP for vehicular com-
munications, with detailed discussions on the benefits and
future research directions on MPTCP in vehicular networks.
In [17], the authors discuss the use of MPTCP as a potential
solution to address mobility-related issues. They emphasized
the need for cross-layer assistance to be incorporated into the
MPTCP solution. However, the design and implementation of
such a mechanism were left for future work. The report in [7]
presents a preliminary investigation into the use of MPTCP for
V2I purposes. Measurements were performed on live networks
and across the Internet using WiFi (802.11n, 802.11p) and 3G
with several static and mobile scenarios. The presented results
show that using multiple subflows was beneficial for both short
and long flows, however not for heterogeneous links, when
available links are highly diverse in terms of bandwidth, RTT
or loss rate. The work in [18] proposes the cross-layer PM that
exploit MAC-Layer information to estimate path quality. Ex-
periments in mobile scenario, show that the proposed method
is able to use the available subflows more quickly, and thus
achieve better performance. Similarly, authors in [19] propose
mechanisms based on cross-layer attributes measurements to
improve a decision tree approach for intelligent path selection
in MPTCP. Authors found that MAC-layer attributes have
a strong relationship with the aggregated performance of
MPTCP. The proposed decision tree approach decides which
path to carry the incoming packets dynamically according to
the prior learned schemes. The experiments were performed
in the actual mobile scenarios and large-scale simulation.
The work in [20] proposed a mobility-aware multimedia data
transfer mechanism using MPTCP in a vehicular network. The
proposed VHO method handles the link disruption caused by
vehicle mobility. The distance between the vehicle and RSU
is calculated to determine the unreliable path. The subflow
congestion window size is set to 0 when the distance exceeds
the communication range of RSU. The study in [8], propose a
packet scheduling scheme for MPTCP, which tries to mitigate
the impact of HoL blocking under handover events incurred

 104 JOURNAL OF COMMUNICATIONS SOFTWARE AND SYSTEMS, VOL. 19, NO. 1, MARCH 2023



Fig. 1. Heterogeneous vehicular communication system.

by vehicle mobility. The dynamism of a wireless connection’s
characteristics were emulated in hardware set up, with the
trace-based mobility model, to evaluate the impact of realistic
vehicle mobility.

III. BACKGROUND AND MOTIVATION

A vehicular network is considered highly dynamic due to
the speed of the vehicles and radio propagation characteristics
(Fig. 1). Vehicles can rapidly join or leave the network, leading
to frequent disconnections and topology changes [4]. The
Vehicle-to-Vehicle (V2V) communication allows vehicles to
communicate with each other and to share safety-critical real-
time information regarding their moving direction, position,
velocity, acceleration, etc. Vehicles exchange data collected
from sensors to increase perception capabilities. V2V permits
direct communication among nearby vehicles without relying
on fixed infrastructure support.

Vehicle-to-Infrastructure (V2I) communication allows fully
mobile connectivity between road infrastructure and vehicles,
connected through points of attachment within the differ-
ent wireless technologies. V2I mainly provides information
and data-gathering applications to drivers and passengers. In
addition, V2I communication enables passengers to access
various non-safety services when vehicles are moving, like
internet connection, entertainment services, online multimedia
services, and interactive communication. The communication
range of the wireless technology and vehicle speed affect
the connection time between the vehicle and the roadside
infrastructure. The link availability is low, especially in high-
way scenarios, where the connection is often lost during data
transmission. The rapid topology changes result in packet
losses and reduced throughput, which negatively affect com-
munication performance.

The advancement of wireless technology has enabled OBU
devices to incorporate multiple low-cost network interface
chips. Despite this, the management of handover processes
for vehicular communication across diverse networks remains
a complex issue. Traditional centralized handover mechanisms,
commonly found in cellular networks, do not fit well within
heterogeneous vehicular networks due to users frequently
switching among different systems while on the move. To
overcome this challenge, a decentralized mechanism is prefer-
able. This approach empowers the vehicle user to select

Fig. 2. MPTCP protocol stack.

the most appropriate network based on local perceptions,
providing a satisfactory level of quality of experience (QoE)
while maintaining high mobility constraints.

A. MPTCP: An Overview

The Multipath TCP (MPTCP) is a well-known solution
that provides an efficient end-to-end connection through var-
ious available paths. MPTCP is a set of TCP extensions,
standardized in the Internet Engineering Task Force (IETF),
that enables an application to send data over multiple IPs
and interfaces. MPTCP functions transparently to applications
and presents the standard socket API to the userspace, which
means that applications are unaware of the use of multipath
communication.

MPTCP is considered a decent solution for future LTE
and 5G mobile networks, aiming to improve user experience
with higher throughput and seamless connections [21]–[23].
Furthermore, MPTCP is compatible with the deployed net-
works since each subflow is handled in the middle boxes
as a standard TCP session, so it does not suffer from any
filtering on traditional network infrastructures. Therefore, only
end devices, i.e., host and server, must support MPTCP for
it to operate. The protocol configures the Data Sequence
Number (DSN) to indicate the order of all packets in one
MPTCP stream to ensure reliable, in-order data delivery over
multiple dynamic paths. The ability of MPTCP to use multiple
interfaces simultaneously allows applications to persist active
in the case of VHO, whereas traditional TCP would break.
In addition, MPTCP has the ability to establish, terminate,
or modify the priority of each subflow at any point during
an ongoing session. In this study, the proposed PM mech-
anism leverages this protocol capability to regulate subflow
utilization as the vehicle transitions between different access
networks.

MPTCP has been implemented on Linux Kernel and de-
clares a modular structure with path manager, congestion
control, and packet scheduler strategies (Fig. 2). When mul-
tiple communication paths are present, the packet scheduler
method is needed to decide which data segment is transmitted
over which subflow. Different scheduling strategies have been
implemented so far [24]. The default MPTCP scheduler sends
data on the subflow with the lowest round trip time (RTT)
that its congestion window is not full. If one subflow fails
during the connection, the scheduler retransmits lost data over
available subflows. Furthermore, different congestion control
algorithms have been proposed to guarantee fairness with other
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network users. MPTCP regulates subflow utilization through
the PM module, allowing users to configure the specific oper-
ational mode for each MPTCP endpoint. The default full-mesh
PM tries to create subflows between all pairs of IP addresses of
the client and remote host, i.e., creates one subflow over each
active interface. As a result, subflows are created immediately
after the connection is established and removed when the
MPTCP session is closed, which may prove insufficient for
highly dynamic vehicular network environments.

In this work, the “upstream” implementation of MPTCPv1
[11] has been used. Unfortunately, this implementation isn’t
compatible with MPTCPv0 [10] and ”out-of-tree” support
of MPTCPv1 (available from the v0.96 version). The new
protocol version has different design choices and fewer modifi-
cations to the original TCP stack than the previous version. It is
included in the upstream kernel, and the recent Linux distribu-
tions have already enabled MPTCP support. Thus, modifying
the system to install and use alternative kernels is no longer
necessary. By default, each MPTCP connection uses a single
subflow similar to plain TCP. Both the client and server should
be appropriately configured, using, for example, the iproute2
tool to enable use of multiple interfaces for applications. It is
possible to specify a higher limit for the maximum number
of subflows which each connection can have. In addition,
it is possible to select the MPTCP endpoints (IP addresses)
which will be announced or used for additional subflows. The
work around the “upstream” MPTCP implementation is still
in progress and the new features are still being developed [25].
As of the time of writing, the upstream implementation has
only one packet scheduler model, implementing a simplified
version of the Blest algorithm [26]. No coupled congestion
controls are supported; regular ones per subflow are used.

B. Problem Statement

MPTCP can provide seamless mobility in case of handover
in vehicular communications by aggregating multiple wireless
connections transparently to the application. For instance, a ve-
hicle’s OBU with two network interfaces would be able to use
them both simultaneously to transmit data while moving on
the road. This allows to hold up peer-to-peer connection even
when one link fails, such as when the vehicle moves out of the
coverage range of a particular network. Although MPTCP is a
promising solution that can improve V2I connections, several
problems remain regarding service continuity during handoff
scenarios. Due to the vehicular network’s high dynamicity, the
protocol must carefully evaluate link characteristics to avoid
bad communication performance.

1) Seamless Handover: Transferring the connection from
one access network to another is known as a VHO process.
One of the main challenges in VHO management is maintain-
ing continuous connectivity of mobile users when the connec-
tion needs to migrate between heterogeneous networks. Seam-
less VHO is a considerable challenge in vehicular networks
caused by a highly dynamic communication environment.

MPTCP is engineered to enhance network resilience against
link failures, leveraging multiple available paths to aggregate
system capacities. Nevertheless, in situations characterized by

unstable wireless links and high mobility, MPTCP’s perfor-
mance may not be optimal. Consequently, the protocol could
not ensure service continuity during VHO in vehicular sce-
narios due to interruptions of data delivery to the application.
The path failure detection method needs time to determine
the path stale state, which can cause significant data transfer
issues under the VHO. The aforementioned scenario has the
potential to diminish the QoE of applications with real-time
demands, as we shall demonstrate in the ensuing section.

2) HoL Blocking: Multipath protocols commonly encounter
a head-of-line (HoL) blocking issue in heterogeneous net-
works, where there is a significant discrepancy in available
bandwidths and latency of the utilized paths. Packet arrival
disorder at the receiver may result from multipath commu-
nication, as data received through a faster subflow must wait
for packets from a slower subflow to arrive and ensure orderly
delivery. If the receiver buffer cannot accommodate waiting for
packets on the slower path, previously received packets may
be dropped, and the protocol will cause a complete blockage
of data transfer. Therefore, avoiding packet reordering in ve-
hicular multipath communications is crucial to increase overall
performance. The HoL blocking problem can be solved by an
adaptive PM approach or by an intelligent packet scheduler
algorithm, which considers the heterogeneity of the utilized
links and their correlation. Section V provides emulation-based
studies demonstrating the HoL blocking under handoff events
in the vehicular scenario.

3) Path under-utilization: Our findings reveal that hetero-
geneous networks lead to under-utilization of the recovered
path for long-lived flows, which we discuss later in Section
V. For example, when a vehicle moves beyond the range of
a RSU, the associated subflow becomes unusable due to a
weak signal, even though the WLAN interface maintains a
valid IP address. In the event of packet loss, the protocol is
unaware of the path’s unavailability and attempts to restore
the subflow by initiating a retransmission timeout (RTO). The
RTO increases exponentially when the anticipated acknowl-
edgment fails to arrive. This behavior is illustrated in Fig. 3.
Here, the second subflow was interrupted and recovered during
one MPTCP session. After the path recovers, the sender must
wait for the successful retransmission occurs to determine the
path availability. This unnecessary delay causes a vehicle to
lose a significant portion of available connection time. The
above analysis indicates that MPTCP, by default, cannot effec-
tively leverage all available paths in highly dynamic networks
with lossy wireless links. Additionally, standard RTT-based
scheduling policies are insufficient to mitigate this issue in
mobile scenarios.

4) Slow Handover: The transport layer protocols have
well-known problems dealing with varying path conditions.
Multipath TCP follows a similar approach to handling network
status changes as the actual implementation of TCP. The stan-
dard TCP error recovery mechanism and congestion control
are used to deal with abrupt changes in path availability. The
subflow is considered potentially failed after one RTO, and
the packet scheduler will stop using this subflow to transmit
the data. In a vehicular scenario, the handover mechanism of
MPTCP is either reactive, leading to temporary connection
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Fig. 3. Path under-utilization.

losses due to varying conditions of wireless networks. Conse-
quently, the QoE is degraded as a vehicle can cross through
multiple networks in a short time.

Therefore, advanced PM policies are required to control
the subflow usage during the handover. This paper proposes a
cross-layer PM mechanism to improve multipath communica-
tions in heterogeneous vehicular networks. In the next section,
we describe in detail our PM solution that runs entirely in
the userspace and interacts with the Linux kernel to control
subflow usage.

IV. CROSS-LAYER PATH MANAGER

As previously mentioned, the ability of MPTCP to use
multiple interfaces simultaneously can improve throughput and
reliability. But, unfortunately, multipath vehicular communica-
tions still suffer from unstable wireless connections and high
mobility. One possible solution to improve the connectivity in
heterogeneous vehicular networks could be a proactive VHO
mechanism, which can predict connection loss and seamlessly
switch between available access technologies. Nevertheless,
the PM module, which controls subflow utilization, resides
entirely in the kernel, and the standard socket API exposed by
the MPTCP does not allow selecting which path to use.

In [27], the authors propose to separate MPTCP data plane
from the control plane by moving all PM functions into the
userspace. The netlink inter-process communication mecha-
nism was used to interact with the MPTCP kernel to obtain
information about the MPTCP events and control established
connections. A flexible API that exposes events and state
information from the kernel was introduced, so the PM can
react when a specific event is triggered.

A. MPTCP Daemon

The MPTCP daemon (mptcpd) was recently introduced
to allow the development of customized PM strategies in
userspace [28]. It leverages the netlink mechanism to interact
with the Linux kernel and control subflow usage from the
application layer through the set of instructions.

The upstream implementation of MPTCPv1 provides a
netlink interface for PM-related operation, automatic endpoint
configuration, and tracking per-connection information. As
shown in Fig. 4, the MPTCP daemon handles connections
through the generic API exposed by the Linux kernel. It
provides a modular architecture that can easily integrate new
PM strategies in the form of extensions - plugins. A plugin
must control subflows through the set of available commands.
At the same time, the kernel-userspace interaction is handled

Fig. 4. The userspace path manager.

TAB. I. PATH MANAGER EVENTS

new connection A new MPTCP connection has been created
connection established New MPTCP connection has been established
connection closed MPTCP connection as a whole was closed
new address New address has been advertised by a peer
address removed Address is no longer advertised by a peer
new subflow A peer has joined the MPTCP connection
subflow closed A single MPTCP subflow was closed
subflow priority MPTCP subflow priority changed

by the mptcpd itself, while in-kernel events are forwarded to
the plugin.

A plugin will obtain notifications for events it registered to,
and should handle them accordingly. Corresponding callback
functions are triggered reacting to various kernel events that
can occur during MPTCP connection. The Path Manager
(PM) module is responsible for delivering all PM related
events. Typical PM events include connection established or
closed, subflow created, addresses advertised, etc. Table I
show a list of available PM events currently supported by
the generic API. The new connection event is triggered when
a MPTCP connection is initiated, but not completed. The
connection established event is triggered on success of the
three-way hand-shake procedure. It contains the information
required to identify the connection, i.e., unique token local
and remote addresses. The new subflow and subflow closed
events are triggered once a new subflow has been established
or terminated. Consequently, the subflow priority event is
triggered when a backup priority flag changes.

In addition, the Network Monitor (NM) module is responsi-
ble for delivering all network interface related events, as listed
in Table II. The new address event provides the IP addresses
and ID of the endpoint announced by the remote host. Our
PM algorithm uses this event to store the addresses of the
remote host and establish new subflow only when the vehicle
is in the coverage area of the serving network. This approach
is more flexible than the existing in-kernel PM, which tries to
create additional subflows immediately after the connection is
established.

Similarly, the kernel-side can receive commands from the
userspace to perform PM tasks. The generic API supports
several types of commands that could change the state of
MPTCP connection. As shown in Table III, the control level
is sufficient for most vehicular scenarios. For example, it’s
possible to request MPTCP to create a new subflow with
add subflow command based on unique connection token,
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TAB. II. NETWORK MONITOR EVENTS

new interface A new network interface is available
update interface Network interface flags were updated
delete interface A network interface was removed
new local address A new local network address is available
delete local address A local network address was removed

TAB. III. PATH MANAGEMENT COMMANDS

add addr Advertise new network address to peers
remove addr Stop advertising network address to peers
add subflow Create a new subflow
set backup Set priority of a subflow
remove subflow Remove a subflow
get addr Get network address
dump addrs Get list of MPTCP addresses
flush addrs Flush MPTCP addresses
set limits Set MPTCP resource limits
get limits Get MPTCP resource limits
set flags Set MPTCP flags for a local IP address

local and remote IP addresses and endpoint ID’s, which should
be known in advance. Similar commands allow removing
subflow or change subflow priority.

B. Proposed PM Scheme

MPTCP can cause a reduction in communication per-
formance during vertical handover when a moving vehicle
switches between available wireless networks. Detection of
link loss on the transport layer can be delayed, leading to
a suboptimal user experience. The proposed cross-layer PM
aims to predict connection issues by monitoring MAC-layer
information on each available interface and estimating path
quality based on RSS measurements. The main idea is to detect
an imminent loss of connection before the link eventually
becomes unavailable and data transmissions stops.

Our PM scheme, implemented as an mptcpd plugin, esti-
mates MAC-layer information and adjusts subflow usage based
on the perceived link quality. The handover decision is deter-
mined by a signal strength threshold, which selects the most
suitable RAT and ensures uninterrupted user connections while
the vehicle moves across diverse access networks. The system
aims to enhance MPTCP reactivity by detecting link failures in
advance, enabling seamless VHO, improving system resource
utilization, and increasing resilience. By utilizing captured
RSS information, our cross-layer PM can disable subflows
with poor link quality and reactivate them when signal strength
surpasses a pre-defined threshold. The cross-layer assistance
is necessary, as the real-time network metrics, such as packet
losses and RTT alone, are not always could indicate a forth-
coming handover in a highly dynamic vehicular networks. The
RSS parameter was chosen because it can reflect the overall
channel performance and is the most commonly used indicator
of the quality of the wireless environment. Naturally, the signal
strength decreases as a vehicle moves away from the coverage
area of the infrastructure node, and a handover occurs once
the threshold is reached.

A vehicular user may incur multiple VHO during one
MPTCP session, frequently connecting to and disconnecting
from heterogeneous wireless networks across its path. The
proposed PM algorithm enables dynamic creation, removal,

or modification of subflow priority, providing control over
handover execution in fast mobility scenarios. Unlike the
default MPTCP scheme, our PM does not create any additional
subflows immediately after the creation of the connection.
Instead, the new subflow is created only if the path has a good
signal quality. Only one subflow over each active interface
towards the remote host is considered in this paper. The
pseudocode in Algorithm 1 illustrates this path management
procedure.

Algorithm 1: Pseudocode for PM algorithm

for each interface as I do
if I is available then

α← smoothing factor (0 ≤ α ≤ 1)
RSSI(t) = (1− α) ∗RSSI(t− 1) + α ∗RSSI

end
end
for each subflow as S do

Is ← interface of S
Ti ← threshold for Is
if Is is not available then

remove S and continue
end
if RSSI(t) ≤ Ti then

if S is active and S is not backup then
set S as backup

else
if S is not active then

remove S
end

end
end
if RSSI(t) > Ti then

if S is not active then
establish subflow S
set S as active

else
if S is backup then

set S as non-backup
end

end
end

end

For example, as the vehicle moves away from the RSU,
a drop in RSS is observed, and once a particular threshold is
reached, our PM algorithm will switch the subflow into backup
mode. Once a subflow has turned into the backup mode, the
MPTCP packet scheduler will only use it if the other subflow
fails. Likewise, when a vehicle moves into the coverage area
of the RSU, the PM will restore the subflow by removing
the backup flag associated with it, so the packet scheduler
can continue to use it for data transmission. In both cases,
the protocol will send the MP PRIO message to inform the
remote host about the subflow status change.

Due to the high variance of vehicular networks, the RSS
undergoes drastic fluctuations, which may lead to frequent
changes in subflow operational mode. A simple low-pass filter
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mechanism is used to reduce the probability of the ping-
pong effect when the subflow switches between two modes
too frequently, resulting in unnecessary handovers. Here, the
smooth factor a determines how quickly the filter responds
to changes in the input signal. A higher smooth factor means
that the PM will respond more slowly to changes in the RSS,
resulting in a smoother output. However, too high of a smooth
factor can cause the filter to become too sluggish, resulting in
a delay in the output response. The choice of the smooth factor
depends on the specific vehicular application and the desired
balance between unnecessary handovers and maintaining a
fast response time. The MAC-layer information and related
attributes are expected to be retrieved from a vehicle’s OBU.

V. PERFORMANCE EVALUATION

In our experiments, we intend that a vehicle can access a
remote host via two heterogeneous wireless technologies (i.e.,
802.11p and LTE), as shown in Fig. 5. The cellular network
is considered to be always accessible by the vehicle, whereas
a vehicle has casual ad hoc connectivity with RSUs, that are
placed at fixed locations along the road.

Fig. 5. Typical multipath scenario in vehicular networks.

Fig. 6. MPTCP bandwidth aggregation.

The platform for experiments was configured according to
frameworks presented in [12], [29] to get reliable results. The
cellular 4G and ad hoc IEEE 802.11p wireless technologies are
simulated by the ns-3 network simulator, whereas the realistic
vehicle mobility is provided by the SUMO traffic simulator.
The proposed cross-layer PM runs in an isolated namespace
connected to the simulated vehicle. All experiments were
performed in real-time with upstream Linux kernel v.15.7
and mptcpd v0.9. The latest version of iptools2 were used
to configure a single subflow per interface for each MPTCP

connection, while the iperf3 were used to generate traffic
between the vehicle and remote host.

The proposed PM scheme continuously monitors the IEEE
802.11p interface status registering RSS value for every
received packet from the RSU. Then, a subflow can be
suspended or released based on the decision of the PM.
Vehicles and RSUs run a basic road safety service defined
by European Telecommunications Standards Institute (ETSI)
and periodically broadcast Cooperative Awareness Messages
(CAM) to other vehicles nearby. The CAM messages are
exchanged among road users to notify their position and status
in a single hop distance. The RSS samples are collected upon
reception of CAM coming from the RSU. The threshold for
the IEEE 802.11p interface was set to -82dBm, at which
the transmission and reception of data are close to becoming
unreliable.

A. Seamless Vertical Handover

Fig. 6 displays both the average throughput per interface
and the total achieved throughput during the MPTCP session.
As shown, MPTCP can utilize two parallel connections to
spread a single data stream and increase available bandwidth.
Consequently, when both the 802.11p and LTE interfaces are
used simultaneously, the achieved total throughput is higher.
When the path through the ad hoc network is lost as a vehicle
moves out of the RSU coverage area, the total throughput
drops. However, a data stream continues to flow through the
cellular network even when the 802.11p link becomes un-
available for packet transmission. Therefore, a moving vehicle
can perform a VHO over cellular and roadside infrastructure
without service interruption.

Upon careful inspection of the packet traces, it is evident
why the default MPTCP path manager is not optimal for
vehicular networks. Fig. 7 and Fig. 8 illustrate the evolution
of Data Sequence Numbers (DSN) over time when the vehicle
moves out of the coverage area of the RSU and the 802.11p
link (subflow 1) is lost.

1) Aggregation Mode: Initially, the connection’s data is
distributed among all available interfaces, with most of the
data sent over the ad hoc network with the lowest round-trip
time (RTT). When the 802.11p link becomes unreliable and
starts losing packets, the VHO process is triggered to redirect
the data flow to a more reliable path (subflow 0). The handover
process is not instantaneous, as MPTCP requires time to detect
link failure and adjust the connection accordingly. This means
that there can be a delay before the handover is complete,
as shown in Fig. 7a. The packets through the LTE network
(subflow 0) are arrived out of order (ofo), that could lead to
HoL blocking with more in-flight packets accumulated at the
receiving end. Since MPTCP guarantees in-order data delivery,
packets received on subflow 0 must wait for previous segments
with lower sequence numbers to arrive, resulting in glitches
in the application layer. This can be particularly problematic
for real-time applications such as video conferencing or online
gaming, where even small delays can be noticeable and disrup-
tive to the user experience. In addition, MPTCP’s scheduling
mechanism continues to allocate packets to subflow 1 since
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(a) Cross-layer PM disabled.

(b) Cross-layer PM enabled.

Fig. 7. Handover event in detail (aggregation mode).

is not immediately aware of the path’s status, and it may
take several RTO periods before the MPTCP recognizes that
the path is unavailable. As a result, a significant amount of
data can be lost when an interface fails and the underlying
path becomes unusable, requiring retransmission through an
available subflow.

The proposed path manager aims to anticipate packet loss
and suspend the unreliable subflow before the link eventually
breaks. As the vehicle moves away from the RSU, a gradual
drop in signal strength is observed in the transition region.
The faster a vehicle moves away from the RSU, the more
abrupt a drop in RSS. Thus, according to our algorithm,
the subflow must be suspended as the RSS drops below the
pre-defined threshold. The proposed PM with the cross-layer
assistance has the ability to detect and mitigate bad path
conditions by automatically removing the unreliable subflow
1 from the ongoing connection, before the interface becomes
unavailable, as shown in Fig. 7b. Furthermore, our PM can
dynamically reactivate the subflow when the path quality
improves, continuously optimizing network performance by
adapting to changing conditions.

2) Backup Mode: When MPTCP establishes a new con-
nection, it can generate subflows that serve as backup paths,
activated only in the event of a regular subflow failure.
Therefore, in our next experiment, we configured the endpoints
to utilize a WLAN network as the primary path and switch to
the cellular network only when the WLAN link fails. Fig. 8a
Figure 8a illustrates how MPTCP performs the activation of

(a) Cross-layer PM disabled.

(b) Cross-layer PM enabled.

Fig. 8. Handover event in detail (backup mode).

the backup path without the cross-layer assistance when the
primary subflow 1 fails due to the vehicle moving out of the
RSU coverage. At the start of the MPTCP connection, the
802.11p interface is used as the primary path, while the LTE
interface is designated as a backup. In case of poor radio
conditions causing the primary path to fail, MPTCP detects
the failure and switches the traffic flow to the backup path.
However, this approach may not be optimal for vehicular
scenarios as it results in a delay during the handover process.
Furthermore, there is a period where no subflow is active,
which can negatively affect service continuity. The issue is
that the protocol will continue to retransmit lost data over the
broken interface because the subflow was not closed properly,
thus worsening the situation.

The proposed cross-layer PM scheme employs a dynamic
approach to subflow management. When the RSS falls below
the configured threshold, it determines that the primary sub-
flow is underperforming and takes corrective action. Initially,
the PM removes the backup status of the cellular network,
and for a short period, MPTCP uses both interfaces simulta-
neously. If the backup subflow was not established initially,
an additional subflow is created over the cellular network to
ensure network redundancy. Subsequently, the PM handles the
lossy path by switching it to backup, thereby preventing it from
being used for data transmission. Additionally, the underper-
forming subflow can be removed from the MPTCP session if
necessary. By completing the VHO procedure while the ad hoc
network is still available, the proposed scheme significantly
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reduces handover delay, as demonstrated in Fig. 8b.
The results show that the proposed scheme can effectively

ensure continuous V2I connectivity, even in the presence of
fast mobility scenarios and heterogeneous wireless environ-
ments. The scheme’s ability to prevent handover delay and
HoL blocking further underscores its potential to enhance
network performance and provide a seamless user experience.
Overall, these findings support the use of the cross-layer
scheme as a viable solution for improving connectivity and
network performance in challenging wireless environments.

B. Application Delay

As we saw in previous sections, the multipath communi-
cation can cause significant data transport issues in vehicular
networks. The applications with real-time requirements, such
as media streaming, are most affected by frequent handovers
and path variation, resulting in high data delivery latency
and perceivable jitter. To monitor the variation in application
delay, we generate traffic and include a timestamp in each
data segment. The end-to-end delay is measured from the time
the packet leaves the source application to when it arrives at
the destination application, and upon reception of each data
segment, we record its arrival time. By tracking the difference
between these timestamps, we can determine the end-to-end
application delay. Our emulation setup uses the same hardware
clock on each communication endpoint, ensuring accurate
measurements.

Fig. 9 presents a comparison of MPTCP performance in
terms of application delay during the handover in a vehicular
scenario for kernel v15.5, kernel v15.7, and our proposed
cross-layer PM scheme. The results demonstrate that the ap-
plication layer delay significantly increases when the handover
occurs with a standard MPTCP scheme. However, when using
our proposed PM scheme, the delay is significantly reduced,
indicating improved network performance and reduced service
disruption during handovers. Following the failure of the IEEE
802.11p link, the end-to-end delay can increase significantly,
reaching up to 9 seconds on kernel v15.5 (as illustrated in
Fig. 9a). This high application delay is primarily attributed
to the very basic packet scheduler algorithm that fails to
consider heterogeneous network characteristics. As a result,
we can observe a very poor performance in terms of data
delivery speed to the application, as out-of-order packets suffer
from prolonged queuing times before being delivered to the
application. The MPTCP packet scheduler was improved with
better HoL-blocking estimation in Linux kernel v15.7. A
scheduler algorithm was modified to handle heterogeneous
paths better, as represented in Fig. 9b. Still, connection glitches
occur when the vehicle moves out of coverage of RSU, and a
handover is experienced.

Fig. 9c illustrates the end-to-end delay when our PM is
enabled. The figure illustrates that both subflows are utilized
concurrently to transmit data, leading to a negligible variation
in application delay until the transmission of data segment
number 1600. The slight increase in delay can be attributed
to the heterogeneity of the network paths. During VHO, the
proposed cross-layer PM scheme can effectively minimize the

(a) Kernel v5.15.

(b) Kernel v5.17.

(c) Cross-layer PM enabled.

Fig. 9. End-to-end application delay.

end-to-end delay by suspending the underperforming subflow
before link failure occurs. This ensures that the end user is
not impacted by any disruptions, and network performance is
optimized. Specifically, in the evaluated scenario, the average
application delay at the moment of handoff decreases by one
order of magnitude, from a range of 1 to 10 seconds to
50 to 80 milliseconds. These results confirm the efficacy of
our proposed method in enhancing MPTCP performance and
improving network QoS in vehicular scenarios.

C. Recovered Path

For effective V2I communication, vehicles on the move
must perform seamless VHO between heterogeneous net-
works, when switches its connectivity from one technology to
another. Each byte of data sent in an MPTCP connection has
an associated sequence number so that an available subflow
can recover lost packets. However, the transport service on
each subflow is provided by the regular TCP, that will start
a retransmission timer after sending a packet of data. If a
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Fig. 10. MPTCP throughput with recovered path.

sender does not receive an acknowledgment before the timer
expires, it will assume the segment has been lost and retransmit
it. When the sender misses too many acknowledgments, the
MPTCP assumes that packet loss has appeared on the path
somewhere between the vehicle and the remote host and
decides to stop sending data over that path. After some time,
the protocol starts testing the path availability by sending
one packet over the same path again. After the first attempt,
the exponential backoff is applied to the RTO, doubling the
timeout value between successive retransmissions. Once the
15th retry expires (by default), the subflow is considered
broken.

Section III gives insight into the problem of the under-
utilization of a recovered path in vehicular networks. With
regular MPTCP, there is nothing that the application can do to
start using the recovered path other than waiting for successful
retransmission. This unnecessary delay after the path recovers
causes the vehicle to lose a significant fraction of available
connection time. As the vehicle comes in or out of range
of a particular network, additional subflows can be created
or removed dynamically. The proposed cross-layer PM can
detect path loss or availability much faster due to signal
strength monitoring of accessible networks. For instance, when
the vehicle moves into the network’s coverage area, it can
utilize the wireless interface as soon as RSS rises above the
predefined threshold. In long-lived data flows, this can result
in throughput gains since there is no idle period after the path
recovers, as shown in Fig. 10. In this example, the additional
subflow is created as soon as the IEEE 802.11 interface detects
an RSU. Similarly, the subflow is removed from the MPTCP
connection as the RSS falls below the receiver sensitivity
threshold.

D. Long-lived Simulation

The cross-layer PM has been evaluated in a Manhattan-
like urban scenario with bidirectional streets and one lane per
driving direction. This generic urban scenario has been chosen
to analyze the effectiveness of the proposed algorithm for V2I
communication with different deployments of infrastructure
nodes. All vehicles were equipped with LTE and IEEE 802.11p
interfaces, running CAM service to exchange real-time in-
formation. The scenario includes a single LTE base station
covering the simulated area, with a certain number of RSUs

Fig. 11. Total transferred bytes.

uniformly distributed at random intersections. A vehicle can
lose and regain connection when it crosses through different
RSUs while moving on the road. There are regions around
infrastructure nodes where the wireless networks exhibit poor
link quality due to bad radio conditions. Therefore, the connec-
tion time between the vehicle and RSU is changes according
to the vehicle’s speed and traffic conditions.

We conducted two identical simulations to compare the
effectiveness of our cross-layer PM with the default MPTCP
scheme. Each simulation lasted for 30 minutes and involved
uploading files of varying sizes from the vehicle to the server.
In one test, we disabled our PM, while in the other, we
enabled it. After completing the simulations, we compared the
total amount of bytes transferred by each interface, as shown
in Fig. 11. It is evident from the results that our proposed
scheme, aided by its efficient handoff mechanism, can utilize
the available bandwidth more effectively than regular MPTCP.
Furthermore, other experimental outcomes demonstrate that
our PM substantially enhances the quality of experience for
vehicular users in terms of achievable throughput, packet loss,
retransmissions, and duplicate packets.

VI. CONCLUSIONS AND FUTURE WORK

Multipath communication provides many advantages, such
as improved connection reliability and increased throughput.
This article discusses the MPTCP as a potential solution to ad-
dress service continuity in highly mobile vehicular networks.
A thorough investigation of MPTCP and its limitations in
heterogeneous vehicular networks was conducted, highlight-
ing the issues associated with traditional path management
strategies. To address these issues, this paper proposes a
PM algorithm operating at the application layer, which can
dynamically adjust subflow usage under the frequent network
topology changes. In our studies, we focused on the practical
V2I scenario, wherein a vehicle is equipped with both ad-
hoc and cellular interfaces, and is capable of communicating
with a remote host while moving on the road. The proposed
PM scheme utilizes cross-layer assistance to enable faster
detection of path failure and recovery compared to the standard
MPTCP. As a result, our PM method has been shown to yield a
significant improvement in MPTCP performance in vehicular
networks. By implementing dynamic and proactive subflow
management techniques, our PM can provide a reliable and
uninterrupted connectivity, while also optimizing the use of
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available network links. The result is a more effective ex-
ploitation of network resources, which can greatly enhance
the overall performance of the system. In the future, we plan
to enhance our PM algorithm to support multiple parameters
in the decision process, including signal strength, application
requirements, vehicle location information, and speed.
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