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Abstract—Multiple models (or instruments) for measuring Teamwork Quality (TWQ) for Agile Software Development can be found in the literature. Regardless, such models have different constructs and measures, with no empirical evidence for comparing them. This study analyzed two agile TWQ models, resulting in equivalent results. We mapped the models’ variables given their definitions. We then collected data using both a Bayesian Network model, namely the TWQ-BN model, and Structural Equation Modeling, namely the TWQ-SEM model. We interviewed 162 team members from two software development companies. We analyzed the data using the Bland-Altman method. We obtained enough evidence to conclude that the results for Communication, Coordination, Cohesion and Mutual Support variables are not equivalent. On the other hand, we did not have enough evidence to claim that the models do not agree for measuring Effort and Balance of member contribution variables. The results of this study detail how two state-of-the-art agile TWQs compare in terms of their measures as well as potential research areas for further investigation.

Index Terms—Teamwork Quality Models, Empirical Study, Comparative Analysis, Agile Software Development.

I. INTRODUCTION

In Agile Software Development (ASD) software teams are the critical source of agility [1], [2]. Hence, teamwork quality (TWQ) is critical for agile projects’ success [3], [4], [5]. The industry is rapidly adopting ASD [6], [7], and the need for systematic team development [8] compelled researchers to focus more on teamwork aspects. As pointed out by Cruz et al. in [9], more than 70% of the studies about personality in the last four decades were published after 2002.

To perform the TWQ assessment, different models have been used, such as: Teamwork Process Antecedents (TPA) questionnaire [10], agile Team Work Quality (aTWQ) [8], Bayesian Networks (BN) [11]; Structural Equation Modeling (SEM) [12], [3]; Radar Plot [13]; and System Dynamics [14]. The main differences among such models are the variables that make up the agile TWQ construct. A major issue is the absence of studies that analyze and empirically compare these existing models.

To address this gap, we performed a comparative analysis of the models proposed by Freire et al. [11], namely Team Work Quality based on Freire et al. in [9], more than 70% of the studies about personality in the last four decades were published after 2002. The part of this paper was presented at the International Conference on Software, Telecommunications and Computer Networks (SoftCOM) 2021.
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II. BACKGROUND

This section presents background information related to the TWQ-SEM model (Section II-A) and the TWQ-BN model, Section II-B, as well the mapping carried out between the models’ variables (Section II-C).

A. Structural Equation Modeling Based model (TWQ-SEM model)

Hoegl and Gemuenden [12] introduced the concept of team collaboration Teamwork Quality (TWQ) with six facets or variables, as shown in Table I: Communication, Coordination, Balance of member contribution, Mutual support, Effort, and Cohesion. They empirically analyzed how the proposed model relates to project success using SEM, and the variables’ values were obtained based on a questionnaire. Three to 10 questions were associated with each variable with a total of 61 questions and responses as abased on a 5-points Likert scale. The results demonstrated that TWQ is significantly associated with team performance, and TWQ has a strong association with the personal success of team members.

Lindsjørn et al. [3] replicated Hoegl and Gemuenden’s [12] study focusing on ASD instead of on a traditional software development paradigm. As a result, they concluded that the TWQ is a significant factor in improving team performance, especially for the product’s quality. They proposed a way to measure TWQ based on SEM, having the high-order factor as the dependent variable, and the construct facets as independent variables. They empirically verified whether the proposed model produced a covariance matrix consistent with the sample covariance matrix. For this purpose, they collected data using the questionnaire proposed by Hoegl and Gemuenden. Figure 1 shows the resulting calculated relationship between TWQ and its corresponding variables. The arrows represent the standardized factorial loads for each construct and show the variation explained by the variable in the TWQ. In the SEM approach, as a general rule, a factorial load of 0.7 or higher represents that the factor extracts sufficient variation from this variable.

We considered the variables directly related to the TWQ, and disregarded the project success variables. It is worth mentioning that Lindsjørn et al. concluded that there is a need for more research efforts to validate the TWQ construct and its measurement.

The data source for the TWQ-SEM model is a questionnaire, where the observable variables (OV) are considered metrics, and each one is linked to the questions in the questionnaire. However, the relation between questions to a given OV for the TWQ-SEM model is many-to-one. Given this, the authors defined that the value for a given OV is the arithmetic mean of the responses for the set of questions related to it.

The OV effort, for instance, has the following four questions related to it:

1) Every team member fully pushes the teamwork;
2) Every team member makes the teamwork their highest priority;
3) The team put(s) much effort into the teamwork;
4) There are conflicts regarding the effort that team members put into the teamwork.

Given that the possible responses for such questions are on a scale from 1 (strongly disagree) to 5 (strongly agree), if the responses for the previous questions are 4, 4, 3, and 4, the result for this variable would be 3.75.

B. Bayesian Networks Based Model (the TWQ-BN model)

Freire et al. [11] presented a Bayesian Network (BN) to assess and improve the TWQ in the context of ASD. BNs are probabilistic graph models that describe knowledge about an uncertain domain [17]. A BN, B, is a directed acyclic graph symbolizing a joint probability distribution over a set of random variables V. The network is defined by the pair B = {G, Θ}. G is the directed acyclic graph in which the nodes $X_1, \ldots, X_n$ are random variables, and the arcs represent the direct dependencies between these variables. Thus, a BN is a directed acyclic graph and the probability distributions.

Hence, to construct a TWQ-BN model, the authors identified graph nodes by analyzing the literature on agile teamwork. They relied on experts’ knowledge to identify the relationship between the variables, the arrows on the graph, quantified them, and defined the probability distributions for each node.
A key characteristic of the constructed BN, which influenced our study’s design, see Section III-D, is that it is composed only by ranked nodes. A ranked node consists of an ordinal scale mapped into a scale monotonically ordered in the interval $[0, 1]$. The solution is based on a Normal distribution truncated between $[0, 1]$. TNormal, to represent the probability function. Thus, the probability function of a child node is a TNormal calculated as the mixture of the TNormals of its parent nodes. There are four expressions to model the mixture’s mean ($\mu$): weighted mean ($\text{WMEAN}$), weighted minimum ($\text{WMIN}$), weighted maximum ($\text{WMAX}$), and the mixture of the classic minimum and maximum functions ($\text{MIXMINMAX}$). For more information regarding the ranked node method, refer to Fenton et al. [18].

The BN uses a converging star topology [19], in which there are links directed from each teamwork variable (i.e., predictor) to a single dependent variable, the Teamwork node. From here on, we refer to the nodes with no parents (i.e., no arrows pointed towards them) as leaf nodes. We considered the BN graph shown in Figure 2 as a theoretical construct of agile teamwork and the variables as defined in Table II.

A user can employ the BN for two purposes: prognosis and diagnosis. For prognosis, the user enters data (i.e., evidence) into the leaf nodes, and a tool calculates the probability for each variable. The authors used AgenaRisk\(^1\) to perform the inferences. The most frequent use case is the users having the goal to compute the probabilities for the Teamwork node given, the collected data, used as evidence in the leaf nodes. The leaf nodes might be considered metrics in some sense, as they are linked to data sources. In this case, the BN is connected to a questionnaire, having each leaf node associated with one question instead of the TWQ-SEM model, which is many-to-one. Thus, the users should use the questionnaire for data collection purposes when providing their answers. Section III-D presents how we managed to treat data for inputting them as evidence for the leaf nodes having multiple questionnaire answers per team.

However, BNs have the characteristic of treating all variables as observable [20] (i.e., the users may input data into any variable). Therefore, the users can also use the model to diagnose teamwork by inputting data into the Teamwork node (or any other non-leaf node) and observing the impact on the leaf nodes. Along with different types of analysis, such a task might support managerial decisions regarding how to improve teamwork.

The authors evaluated the model and a procedure to apply it in a case study, and concluded:

\(^1\)https://www.agenarisk.com
C. Equivalence Between the Variables of the TWQ Models

As shown in Table III, to compare the models, we defined how to map the variables of each model according to the similarity of the definitions. Note that while the TWQ-BN model contains 17 variables, the TWQ-SEM model contains only seven. Since the TWQ-SEM model has fewer variables, we focused on mapping them to the TWQ-BN model ones.

We have a direct map for the variables Communication, Coordination, and Cohesion. In other cases, the variables have different names but similar definitions. We mapped the variable Balance of member contribution for the TWQ-SEM model to Team orientation for the TWQ-BN model. Analyzing the TWQ-BN model variables individually, we identified that it was not possible to map Balance of member contribution variable to a single TWQ-BN model variable. Thus we considered the union variables Personal attributes, Expertise, and Team Orientation for the TWQ-BN model Team variable. Given that, Team Orientation is the child of Personal Attributes and Expertise.

The variables Effort, for the TWQ-SEM model and Collaboration, for the TWQ-BN model, were mapped as both reflect team members’ willingness to accomplish the team’s goals. Effort variable is related to sharing the workload and prioritizing the teams’ tasks. Collaboration variable reflects the commitment of team members to achieve common goals. Finally, we mapped the variable Mutual Support for the TWQ-SEM model to Self-Organizing variable for the TWQ-BN model because both describe team members’ ability to organize themselves to achieve common goals.

After mapping all the variables for both models, we observed that some variables for the TWQ-BN model had no similarity with variables for the TWQ-SEM model. Team Autonomy variable is identified by Eloranta et al. [21] as a critical factor to keep the team motivated, but it is not addressed for the TWQ-SEM model. Daily meetings variable, which is a prevalent work synchronization practice adopted by the majority of agile teams [22], is also not addressed for the TWQ-SEM model.

<table>
<thead>
<tr>
<th>TWQ-BN</th>
<th>TWQ-SEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication</td>
<td>Communication</td>
</tr>
<tr>
<td>Coordination</td>
<td>Coordination</td>
</tr>
<tr>
<td>Cohesion</td>
<td>Cohesion</td>
</tr>
<tr>
<td>Team Orientation</td>
<td>Balance of Members Contribution</td>
</tr>
<tr>
<td>Collaboration</td>
<td>Effort</td>
</tr>
<tr>
<td>Self-Organizing</td>
<td>Mutual Support</td>
</tr>
</tbody>
</table>

1) The model helped identify opportunities for improvement and assess the quality of teamwork;
2) The cost-benefit of using the model applying the process was positive;
3) The process was easy to learn and implement in the team routine.

### III. RESEARCH METHODOLOGY

This study focuses on comparing the equivalence between TWQ-BN and TWQ-SEM models. We structured the research in terms of the theoretical equivalence between the variables as discussed in Section II-C. In our study six dependent variables are considered, namely: Communication, Coordination, Cohesion, Balance of Member Contribution, Effort, and Mutual Support. Observe that we did not consider the overall TWQ as a dependent variable because, for the TWQ-SEM model, it is a latent variable. Thus, the model does not calculate a value for this variable. Besides, we considered the inputs for each of the analyzed TWQ models as independent variables.

As a result, we defined a hypothesis for each dependent variable, each one claiming that both models’ results are equivalent for the given variable. Table IV shows this study’s hypotheses.

We verified the hypotheses by collecting data from two software development companies and analyzing them using the Bland-Altman method [15]. This method combines Student’s T-test, confidence interval, and linear regression to analyze the level of agreement between two models. The Bland-Altman method has been extensively used in the medical domain to compare the agreement between two measurement methods and has been claimed to be more robust than the traditional statistical measures such as kappa statistic, correlation coefficient, and means and ranks comparisons [23], [24].

In what follows, Sections III-A, III-B, III-C, and III-D describe, respectively, the study’s subjects, instrumentation, data collection procedures and data analysis procedures.

#### A. Subjects

The recruiting process started by selecting two of our research group’s industry partners to collect data from their teams. From here on, we refer to them as Organization A, and Organization B. Organization B executes research, development, and technological innovation projects with industry partners. Organization B performs research, development, and technological innovation work in Data Analysis, including Data Mining, Machine Learning, and Data Visualization.

Then, the project managers were closely involved in the study by explaining its goals and how it could benefit them, so that the data would be kept anonymous. Further, we
explained that the original data, which mapped the project identification with the collected data, would be destroyed after the analysis. Then, the project managers negotiated with their teams’ members. We restricted participation in the study for teams that everybody agreed to participate because considering answers from only part of a team could bias our results. As a result of the recruiting process, all the invited teams agreed to participate: 24 from Organization A and one from Organization B, totaling 162 subjects.

Scrum was applied to manage all projects, and developers applied software development practices given their domain. Scrum events were held, including the Daily Scrum, Sprint Planning, Sprint Review, and Sprint Retrospective. The length of the Sprints was between two to three weeks.

The subjects worked in different roles, developers, quality analysts, technical leaders, Scrum Masters, and managers. Managers take the lead in all phases and activities, including project planning, management, monitoring, and closing. They are responsible for the communication between the customer and the Scrum Team. Scrum Masters act as facilitators and coaches for teams and facilitate the removal of impediments. The team leaders work closer to the managers and ensure that the products are delivered on time and within the specified quality. Both Scrum Masters and team leaders execute the work to deliver the product, cooperating with the developers and quality analysts. Table V shows the number of respondents in each role. Additional about relationship per team is available in the Supplementary Material. Figure 3 shows more information about the subjects.

### B. Data Collection Instruments

We used questionnaires to have data about each of the studied models’ variables since both models applied the data collection instrument. For gathering data for the TWQ-BN model, we adopted the questionnaire presented by Freire et al. [11]. Altogether, the questionnaire had nine questions, one for each the TWQ-BN model’s input nodes.

For the TWQ-SEM model, we adopted the questionnaire presented by Lindsjørn et al. [3], but including only the questions related to the TWQ construct, resulting in 38 questions. For the TWQ-SEM model and the TWQ-BN model questionnaires, we modeled the answers with a 5-points Likert scale: 1 (strongly disagree) - 5 (strongly agree).

To compare the answers of each questionnaire individually, preserving the respondents’ anonymity, we generated a unique ID for each respondent. In addition to the questionnaires mentioned above, we also collected demographic data through a questionnaire, including project ID, role, age, and experience.

### C. Data Collection Procedure

The subjects were not familiar with the concepts and terminology for the TWQ-BN model and TWQ-SEM models, so we collected data through in-person data collection sessions. We ran a session per team. The sessions were held in the rooms where the participants performed their project activities and took place right after the Sprint Retrospective meetings. We selected this moment because the respondents had just reflected on the results of the previous Sprint.

Each session was structured into two parts: leveling and data collection. We reinforced the study’s goals during the leveling and motivated the participants to answer questions based on reality (not intentions). Further, we explained both models and their associated questionnaires. The leveling lasted around ten minutes for each session. Then, we had the participants answer the questionnaires on their computers independently. The data collection lasted around twenty minutes for each session.

Notice that all the teams that participated in this study were static, which means they remained the same for multiple Sprints. Given this context, we can assume that each individual has developed a certain level of consciousness that enables them to reflect on their perceived level of teamwork quality [25].

To avoid the effect of learning bias, we crossed the sequence in which the TWQ-BN and the TWQ-SEM models were answered by the participants, having half the team members answer the TWQ-BN model rather than the TWQ-SEM model, and the other half the TWQ-SEM model than the TWQ-BN model. In the cases of a team having an odd number

---

**TABLE V**

<table>
<thead>
<tr>
<th>Role</th>
<th>Number of professionals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Developer</td>
<td>69 (42.99%)</td>
</tr>
<tr>
<td>QA</td>
<td>38 (23.46%)</td>
</tr>
<tr>
<td>Scrum Master</td>
<td>8 (4.94%)</td>
</tr>
<tr>
<td>Technical Leader</td>
<td>25 (15.43%)</td>
</tr>
<tr>
<td>Manager</td>
<td>21 (12.96%)</td>
</tr>
</tbody>
</table>

---

Further, we also included a consent form to comply with ethical principles. The form contained information about the study’s goals, participants’ rights, and our research team’s accountabilities. The questionnaires are in an online Supplementary Material.

---
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of members, we randomly chose which questionnaire would be answered first by one of the team members. Further, a researcher was present during the sessions to prevent the participants from exchanging information. Further, a researcher was instructed to interrupt the respondents if they felt tired, but this issue did not happen.

D. Data Analysis Procedure

We registered the collected data from the questionnaires with spreadsheets. We mapped the questionnaire’s answers into inputs for the models to analyze the results. For the TWQ-SEM model, we followed the method proposed by Hoegl and Gemuenden [12] and Lindqvist et al. [3]. First, we mapped the responses from the 5-points Likert scale into an integer scale [1, 5], having the lower values on the Likert scale mapping to the smaller values on the integer scale.

Then, we calculated a score for the TWQ-SEM model variables for each subject. For this purpose, for each variable, we took the arithmetic mean of the answers to the questions related to the given variable. For instance, the variable Effort has four questions associated with it. Thus, if a given subject answers 5, 5, 4, 4, her/his score for Effort is 4.5. After applying this procedure for each subject, we had their scores for all the TWQ-SEM model variables.

Later, we calculated the teams’ scores for TWQ-SEM variables. For this purpose, we calculated a team’s scores by, for each variable, taking the arithmetic mean of the answers of its members. For instance, let us assume that a given team has five members with the scores 4.5, 5, 4, 4, 3.5 for Effort. As a result, the given team’s score for Effort is 4.2.

It is worth mentioning that the collected data was originally in an ordinal (Likert) scale. We are aware that some statisticians disagree about using the arithmetic mean for ordinal scales [26]. However, we followed the methods provided by the original authors of the TWQ-SEM model.

For the TWQ-BN model, the questionnaire contained one question for each Bayesian network’s leaf nodes. Therefore, to calculate the other variables’ values, we executed the Bayesian Network using the AgenaRisk tool because it was the one used by Freire et al. [11].

To enter data into the Bayesian network, we mapped the answers from the questionnaire into the values for each associated random variable of the Bayesian network. For this purpose, we defined a rule to aggregate the answers from a team. The rule consisted of counting the number of answers for each possible answer (i.e., Very Low, Low, Medium, High, Very High). For instance, consider that for a team with five members, we had two answers Low and three Medium for the variable Expertise. Given this, the values for Expertise would be [Very Low = 0, Low = 2, Medium = 3, High = 0, Very High = 0]. Since, in Bayesian networks, the values of a given variable are represented as a probability function that must add up to one, AgenaRisk automatically normalizes the values. Thus, for the given example, the probability function of Expertise would be [Very Low = 0, Low = 0.4, Medium = 0.6, High = 0, Very High = 0].

After defining the procedure to come up with the results for the models, we determined the procedure to analyze the calculated data. For the TWQ-BN model, the variables are based on the ranked nodes method, as discussed in Section II-B. Therefore, each variable for the TWQ-BN model is a random variable with values between [0, 1] [18]. By contrast, the data calculated for the TWQ-SEM model is within the range [1, 5]. To allow comparing data from both models, we normalized the data from TWQ-SEM by applying Equation 1, where \( x_i \) represents the value of a given variable, \( \min(x) \) and \( \max(x) \) represent the minimum and maximum values of the scale, respectively.

\[
\text{Normalized Value}(x) = \frac{x_i - \min(x)}{\max(x) - \min(x)} \quad (1)
\]

The next step was to define how to assess the equivalence between both models for each of this study’s dependent variables. As discussed previously, we verified each case using the Bland-Altman method. The Bland-Altman method focuses on studying the differences, not the agreement or correlation [27]. We chose this method because it is the most recommended statistical approach to assess the agreement between two quantitative measurement methods. It is based on four steps, as shown in Figure 4. We detail how we applied such steps in what follows.

1) Step 1: Let \( b_{ki} \) be the \( i \)th team value for the \( k \)th dependent variable for the TWQ-BN model and \( s_{ki} \) be the \( i \)th team value for the \( k \)th dependent variable for the TWQ-SEM model. Thus, we have the sets \( b_{k} = \{b_{k1}, b_{k2}, ... b_{k,t}\} \) and \( s_{k} = \{s_{k1}, s_{k2}, ... s_{kt}\} \), where \( t \) is a team for which data was collected. Given this, for each dependent variable \( k \), we calculated the differences \( d_{ki} = b_{ki} - s_{ki} \), \( \forall i \in t \). Then, we calculated the mean (\( \mu_{d_{k}} \)) and standard deviation (\( \sigma_{d_{k}} \)) of these differences. Further, we calculated the mean of the two paired values for each team: \( m_{ki} = (b_{ki} - s_{ki})/2 \), \( \forall i \in t \).

2) Step 2: For each dependent variable \( k \), we performed the Student’s t-test for the differences \( d_{k} \) with a significance level \( \alpha = 0.5 \). For each dependent variable \( k \), the null hypothesis was \( d_{k} = 0 \). For \( p \)-value \( \geq 0.05 \), we failed to reject the null hypothesis; thus, we concluded that there is not sufficient evidence to support a conclusion that the models disagree for \( k \). For \( p \)-value \( \leq 0.05 \), we rejected the null hypothesis; thus, we concluded that the models disagree for \( k \).

3) Step 3: In this step, we plot and analyze the Bland-Altman graph plots. The Bland-Altman graph plot consists of a scatter plot XY representing every difference between two paired methods against the average of the measurement. Thus, for each dependent variable \( k \), we created a Bland-Altman graph plot with a Y-axis showing the difference \( d_{k} \) and the X-axis representing the mean \( m_{k} \). To support our conclusions regarding the degree of agreement between the models, we drew three lines on the graph. The first one represents a “true value” (gray line in the scatter plot shown in Figure 4). Since we do not know the “true value”, the mean of both measurements is the best estimate we have [28]. Thus, in Figure 4, the gray line represents \( \mu_{d_{k}} \). The other two lines represent the upper and lower limits of agreement, respectively, \( u_{k} \) and \( l_{k} \) (red lines in the scatter plot shown in Figure 4). Since we used a significance level \( \alpha = 0.5 \), \( u_{k} = \mu_{d_{k}} + 1.96 \cdot \sigma_{d_{k}} \) and \( l_{k} = \mu_{d_{k}} - 1.96 \cdot \sigma_{d_{k}} \). The
interval between $u_k$ and $l_k$ is the 95% confidence interval. In the Bland-Altman plot, if the line representing zero difference falls outside the 95% confidence interval, there is a significant difference between the measurements, which means that one model overestimates or underestimates the other. However, if the line that represents zero difference falls within the 95% confidence interval and close to the line for $\mu_{d_k}$ and most data points also fall within the 95% confidence interval, it means that the models have a relatively high degree of agreement.

4) Step 4: For each dependent variable $k$, we performed a linear regression analysis to determine the existence of a proportion bias for the differences. We used $d_k$ as the dependent variable for the regression analysis and $m_k$ as the independent variable. For significance levels $< 0.05$, we concluded that the different values tend to be higher or lower than the average; in other words, this result indicates that the models disagree. For significance levels $\geq 0.05$, this trend does not exist.

We executed the data analysis using SPSS, and the SPSS files, the AgenaRisk model file, the collected data, and the spreadsheets used in this study can be found online as Supplementary Material 3.

IV. RESULTS AND DISCUSSION

This section presents and discusses the results of this study’s hypotheses (Section IV-A) as well as the study’s implications for research and practice (Section IV-B).
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A. Are the Results from Both Models Equivalent?

Table VI presents a summary of our results for Student’s t-test and linear regression and Figure 5 shows the Bland-Altman graph plots for each dependent variable. As shown in Table VI, for the Student’s t-test, we only failed to reject the null hypothesis for **Effort** (marked in green). With regards to the regression analysis, the results only indicate a proportion bias for the **Cohesion** variable (marked in red).

Figure 5 shows that the zero difference line is within the 95% for **Communication**, **Coordination**, **Balance of Member Contribution**, and **Effort**. Further, we have more insights regarding the degree of agreement between the models, specifically, the bias and the percentage of values within the 95% confidence interval. In this case, the smaller the bias and percentage of values within the 95% confidence interval, the more the models agree. For **Communication**, we have a bias of 0.12 and that 8% of the values fell outside of the confidence interval. For **Coordination**, we have a bias of 0.07 and that 8% of the values fell outside of the confidence interval. For **Cohesion**, we have a bias of $-0.09$ and that 8% of the values fell outside of the confidence interval. For **Balance of Members Contribution**, we have a bias of 0.06 and that 4% of the values fell outside of the confidence interval. For **Effort**, we have a bias of 0.02 and that 8% of the values fell outside of the confidence interval. For **Mutual Support**, we have a bias of $-0.24$ and that all values fell within the confidence interval. Next, we discuss the results for each variable individually.

For the **Communication** variable we obtained a $p$-value $< 0.05$, indicating that it is not equivalent in both models.
Fig. 5. Bland-Altman graph plots for the models investigated. The red lines represent 95% confidence intervals. The gray line represent the mean of the paired values, in other words, the best estimate for the “true value” [16].
Furthermore, looking at Figure 5, we can see that the line for the means of the differences is far from zero (bias = 0.12). Besides, the Communication variable presented a significance of 0.05, indicating no proportion bias. Despite having similar definitions, the Communication variable showed significantly different results between the models’ evaluations. Such difference might be explained because the assessment for the TWQ-SEM model does not take into account aspects related to the team’s geographical distribution. Conversely, for the TWQ-BN model, the Communication variable was evaluated based on Team distribution and Means of communication, which refer to sharing the same work environment and face-to-face communication between team members.

Further, while TWQ-BN has two questions related to Communication, TWQ-SEM has ten questions. Of the ten questions, only one is related to the personal communication between members, which means that TWQ-SEM gives emphasis to communication factors not considered by TWQ-BN. As a consequence of the analysis, we rejected H1.

For the Coordination variable we obtained a $p$-value $< 0.05$, indicating that it is not equivalent in both models. Also, the bias is far from zero (.07). The significance for Coordination variable is greater 0.05, thus indicating no proportional bias. Note that for the TWQ-BN model, the Coordination variable has the Communication and Daily Meetings variables as its parent nodes. Further, notice that the Communication variable presented divergences in its results, which might explain the divergences for the Coordination variable. Thus, we rejected H2.

The $p$-value for variable Cohesion $< 0.05$, indicating that it is not equivalent in both models. Furthermore, looking at Figure 5, we can see that the average of the differences is far from zero (bias = 0.09). Finally, the significance of the Cohesion variable is $< 0.05$, indicating a proportional bias. Such divergence may be related to the spread of the divergence presented for Self-organizing variable, the father of Cohesion variable for the TWQ-BN model. Thus, we rejected H3.

For the Effort variable we obtained a $p$-value $\geq 0.05$, which means that we do not have enough evidence to claim that they are not equivalent. Furthermore, looking at Figure 5, we can see that the line that represented the means of the differences is near zero (bias = 0.02) and 92% of the values fall within the confidence interval. Finally, Effort presented a significance $\geq 0.05$, indicating that there is no proportion bias. For the TWQ-SEM model, this variable is measured by how each team member focuses on TWQ. For the TWQ-BN model, this variable is related to the Collaboration node, which has Coordination and Team Orientation as parent nodes. Thus, we failed to reject H4.

For the Balance of Members Contribution variable we obtained a $p$-value $< 0.05$, indicating that it is not equivalent in both models. However, Figure 5 shows that the zero difference line is within the 95% confidence interval, the bias is small (bias = 0.06) and that 96% of the points fell within the confidence interval. Finally, it presented a significance $> 0.05$, indicating no proportion bias. For the TWQ-BN model, this variable relates to Team Orientation, which has as parents Personal Attributes and Expertise. Analyzing the TWQ-SEM model questions for Balance of Members Contribution they cover aspects similar to Personal Attributes and Expertise. Personal Attributes and Expertise cover, respectively, the relationship between the team members and the knowledge redundancy, which is a critical factor for enabling self-managed teams. The TWQ-SEM model questions for Balance of Members Contribution focus on the relationship between the team, how it recognizes its members’ competencies, and how each individual contributes with its specific potential. This similarity between both models’ measured aspects might explain the measures agree. Thus, contradicting the results for the $p$-value for the Student’s T-test we failed to reject H5.

For the Mutual Support variable we obtained a $p$-value $< 0.05$, indicating that it is not equivalent in both models. Furthermore, looking at Figure 5, we can see that the line that represents the average of the differences is very far from 0. Besides, its confidence interval is below 0. Finally, Mutual Support presented a significance $\leq 0.05$, indicating proportional bias. The Mutual support variable showed a discrepancy between the results of the models. This can be explained by the fact that Mutual Support (TWQ-SEM model) has been mapped for Self-organizing (the TWQ-BN model), and this, in turn, is composed of Expertise, Shared Leadership, and Team Learning. Of the seven questions used to assess Mutual support, two are related to Expertise, and five are related to Shared Leadership, but none address Team Learning, which might have influenced the discrepancy of the results. Thus, we rejected H6. As a consequence, from the six variables analyzed, we have enough evidence to reject the equivalence of four of them: Communication, Coordination, Cohesion, and Mutual Support.

### B. Implications for Research and Practice

This section discusses the implications of the results for researchers and practitioners by evidencing similarities and discrepancies of the evaluation measures of two agile TWQ models’ results.

The TWQ-BN and TWQ-SEM models presented similar results for only two variables from the research perspective. Thus given that the measures collected might be context-sensitive, our findings cannot be generalized at this point. Indeed, additional studies have to be conducted to explore
how to measure Communication, Coordination, Cohesion and Mutual Support.

A first step to explore the measurement of the variables of interest would be running studies and constructing a catalog of valid TWQ measures values, either based on questionnaires or automatically collecting them from tools related to each TWQ model variable. One such catalog to be helpful would have to characterize the context in which the measures were successfully adopted following appropriate guidelines as defined in Petersen et al. [29]. Also, each candidate measure must be analyzed based on criteria such as internal, external, and construct validity, among others, described by Meneely et al. [30]. Finally, there is a need for guidelines or processes to help professionals to adopt them, including the use of action research [31].

Given that the TWQ-BN model and TWQ-SEM models had similar results, researchers should further investigate the significance of Team Autonomy as part of the agile TWQ construct since it is considered for the TWQ-BN model. However, it is not for the TWQ-SEM model. Additionally, one can assess the relationship between the concepts of TWQ and Team Climate [32].

We presented evidence establishing the repercussions of this study from a practice perspective. BNs support both prognosis and diagnosis while SEM does not. Further, while SEM focuses on demonstrating a theory, BNs assume that the main role of causal modeling is to facilitate the analysis of potential and real actions to introduce a conceptual intervention, evaluate observable changes expected and perform “what-if” analysis. Also, BNs provide detailed non-linear information on the relationship that should be easily consumed by managers and academics [33].

In terms of practical utility, besides the previously reported benefits of using BNs over SEM to support decision-making [34], the TWQ-BN model has the advantage of reducing the effort to measure TWQ over the TWQ-SEM model. The TWQ-BN model questionnaire contains nine questions, and the TWQ-SEM model contains 38 questions to measure the same variables (except for Team Autonomy).

The result of this study cannot be generalized to support any statement about which model has greater validity because the measures can be context-sensitive. Considering that the problem of defining measures for TWQ is an instance of defining measures for any software measurement program, it should be addressed as an effort to define valid software measures [30]. Additional studies have to be performed to define a process to help teams adopt these models in their work environment, considering the choice of questions to evaluate the variables according to the context the team is inserted.

V. THREATS TO VALIDITY

In this section, we present the threats to validity following the classification presented by Wohlin et al. [35], and the scheme we applied to minimize them.

Internal validity. During the data collection sessions, the subjects answered questions about the two models, which took approximately 40 minutes. Such time may have influenced the results due to fatigue. All subjects answered simultaneously while being monitored the entire process to minimize this. Another threat is understanding the research objectives and the questions of both models. To minimize it, we took two approaches:

1) we trained the subjects to elucidate the research objectives, guarantee the understanding of the questions for the questionnaires related to the two models. Subjects answered based on their daily experience and not on their intentions;
2) we used the questionnaires formerly applied and validated by Freire et al. [11] and Lindsjørn et al. [3]. The subjects provided data about their teams, which could be biased. We minimized this bias by guaranteeing the confidentiality of the data.

External validity. We collected data from 25 teams from the same organization. Therefore, the organization’s culture may be influenced the results. We collected data from teams working in different domains and industry partners to minimize this threat. Furthermore, most teams had separate managers, a total of 13 managers for the 25 teams. Another threat to external validity is data generalization because all teams applied Scrum. Although this can limit the generalization of the scrum teams’ results, Scrum is present among the five most-used agile practices in the industry, and 75% of projects use Scrum according to the latest report by the State of Agile [7].

Conclusion validity. The equivalence between the measurement models using only the p-value may yield false positives. To minimize this, we carried out the analysis also using the 95% confidence interval approach. Another threat is related to the sample size of the subjects. The results may have been directly influenced by the sample size and the work experience of the subjects. We interviewed 162 different team members across different roles interviewed, as mentioned before. To mitigate this threat, we chose a balanced sample of different roles and conducted training to level the knowledge of the subjects on these TWQ models.

Construct validity. We performed the mapping between both models. Although the TWQ-BN model has more variables than the TWQ-SEM model, their definitions were mapped by similarity independently by the first, second, and third authors to minimize the bias. After that, conflicts were discussed before reaching the final mapping. Furthermore, we adapted the questionnaire proposed by Lindsjørn et al. [3], combining the perception of individuals in the same team to a single perception using arithmetic means, and normalized the data. Even though knowing that taking the arithmetic mean from an ordinal scale is a controversial topic in statistics, we decided to follow the procedure applied by Lindsjørn et al. [3] for compliance purposes.

VI. FINAL REMARKS

This study presented a comparative analysis between the results of two TWQ models in the context of ASD, the TWQ-BN, and TWQ-SEM models. Our results demonstrated a substantial difference between the measures for the Communication, Coordination, Cohesion, and Mutual Support variables.
On the other hand, the results obtained for the variables Balance of member contribution and Effort are equivalent.

Hence, we conclude that the models are not equivalent and that it is up to the teams to choose the TWQ model that best suits their context. While the TWQ-BN model demands less effort to be applied and allows for diagnosis and prognosis, the TWQ-SEM model calculates prognostic inferences based on more granular data.

The results discussed contribute to researchers and professionals. For researchers, our study offers insights to assess the variables that make up the TWQ construct, detailing the limitations and discrepancies between the TWQ-BN and the TWQ-SEM models. On the other hand, practitioners provide a more detailed understanding of how the analyzed TWQ models work, empowering the team to decide which model to use, given its context.

We plan to analyze different methods to gather more objective data generated in the software development lifecycle, thus reducing operational effort. Given that the measures can be context-sensitive, we plan to define a process to assist in implementing the models in the context of each team. Also, we plan to extend our analysis to compare other TWQ measurement models in the context of ASD.
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