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Abstract—Online publishers rely on different techniques to
trap web visitors, clickbait being one such technique. Besides
being a bad habit, clickbait is also a strong indicator for fake news
spreading. Its presence in online media leads to an overall bad
browsing experience for the web consumer. Recently, big players
on the Internet scene, such as search engines and social networks,
have turned their attention towards this negative phenomenon
that is increasingly present in our everyday browsing experience.
The research community has also joined in this effort, a broad
band of detection techniques being developed. These techniques
are usually based on intelligent classifiers, for which feature
selection is of great importance. The work presented in this paper
brings our own contributions to the field of clickbait detection.
We present a new language-independent strategy for clickbait
detection that takes into consideration only features that are
general enough to be independent of any particular language.
The methods presented in this paper could be applied to web
content written in different languages. In addition, we present the
results of a complex experiment that we performed to evaluate
our proposed method and we compare our results with the most
relevant results previously obtained in the field.

Index Terms—clickbait detection, features, intelligent classifier,
natural language, accuracy.

I. INTRODUCTION

Before the Internet age, the old media industry relied on
printed materials such as newspapers or magazines, television
being the most advanced form of media, technologically
speaking, at that time. As the Internet grew and its usage by the
masses increased, the media industry was put under a constant
pressure to revolutionise its business model. A major shift has
been observed: classical content providers had to switch to
online editions to survive, their printed editions decreasing
constantly over time. New concepts and topics were born:
user interaction and engagement, online subscribers, content
sharing through different social networks, ads targeting, social
media. In this new ecosystem, most websites do not charge
web visitors a subscription for their provided content. Instead,
to realise their income, they rely on different monetization
techniques such as affiliate marketing or advertisement display.

Manuscript received February 19, 2021; revised July 8, 2021. Date of
publication August 30, 2021. Date of current version August 30, 2021. The
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To raise their advertising revenue, content providers need
also to increase their page views. To achieve this, the web
visitor has to stay trapped as much as possible in the content
providers’ networks, different deceiving techniques being used
for this purpose. Clickbait is one of these bad habits content
providers are known for. Unfortunately, the media industry
today relies very often on such deceptive methods with a
negative impact on the overall user satisfaction and experience.

The term clickbait is in general associated with links to
articles that have misleading, incomplete, or confusing titles.
Sometimes such links exaggerate the actual content they link
to or they point out a shocking title to the web visitor. The
term itself was born in the first part of the 20th century,
when the TV audience was advised not to change the channel
during the commercial breaks, because they “wouldn’t believe
what happens next”. More recently, according to the Oxford
Advanced Learner’s Dictionary, this word refers to ”material
put on the Internet in order to attract attention and encourage
visitors to click on a link to a particular web page”. Even
though relying on such a technique defies the basic codes
of journalistic standards and ethics, it is a common practice
among content providers to abusively use it to increase their
page views and advertising revenue. By clicking on such a
link, users will have, most of the time, a bad user experience.
An incomplete or confusing text link, sometimes over exag-
gerated by the publisher, leaves the web visitors frustrated or
disappointed because the reached article does not meet their
expectations (as suggested by the text or image link).

There are certain situations when a clickbait is triggered
outside its publisher network: a catchy or incomplete title
can mislead a web visitor on third party websites that are
not directly affiliated with the bait’s publisher. For example,
a bait link can propagate in a search engine result page
(SERP) [1], in a social network news feed or, when shared, in
users’ posts in social media. All of these third party websites
may be impacted by the user’s unhappy and time-consuming
experience.

Writing bait articles implies, most of the time, more effort
put into deceiving the web visitor rather than into creating
high-quality content. Such articles usually exploit a human
vulnerability known as the curiosity gap. Types of articles that
are shared the most through clickbait links include, but are not
limited to: gossip, unfounded rumours, fake news or, any other
type of thin content article. Authors of [2] studied the relation
between fake news and clickbait links. They stated that the
appearance of such a link is sometimes associated with false
(or inaccurate) information and by using such links, fake news
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is widely spread. Gilbert et al. revealed in their study [3] that
once a false perception has been formed in someone’s brain, a
correction of that perception is very unlikely. Baruch Spinoza’s
principles state that the human brain inclines to classify in the
very first step as true any information received from the senses,
and later on, in a second step it starts questioning about how
valid the received information is. Very frequently, this second
step is omitted due to internal or external factors such as:
source’s credibility, stress, noise, or tiredness. Web publishers
exploit and rely on this specific ”human” vulnerability to make
use of a clickbait.

Considering the aforementioned arguments, it is essential
to investigate this negative phenomenon and take measures
against it. As news consumers have become lately increas-
ingly impacted by the existence of clickbait, low quality
articles, or thin content, the research community turned its
attention towards these negative aspects presented in the web
space, with efforts in offering users a more pleasant and less
deceiving browsing experience. The current paper aims to
bring its own contributions to this challenge. We present an
overview of the most important clickbait detection methods
developed so far by the research community. In addition, we
introduce a new language-independent strategy for clickbait
detection. To evaluate this strategy, we compare the results
of the performed experiments with the most relevant results
presented previously in the literature. This paper is an extended
work of the research presented in [4]. Additionally to the
work presented in [4], we added some new characteristics
for the intelligent model: subjectivity, polarity, number of
negative/positive words, N-grams and tested our new model
with different configurations using other machine learning
algorithms besides Random Forest: Naive Bayes, Logistic
Regression, Support Vector Machine and Decision Tree.

The rest of this paper is organized as follows. The next
section presents the main results of other related work in the
field. Section III describes our new proposed strategy, and
the subsequent results obtained through the experiments; the
comparative analysis of the results is being done in Section
IV. Section V concludes our paper, summarizing our results
and presenting possible future work.

II. RELATED WORK

As we previously mentioned, as this negative phenomenon
is increasingly present in online media, it got into the attention
of the research community but also of big players on the
WWW scene such as search engines or social networks.
Most of the studies that have been performed so far to
identify clickbait links and the corresponding articles are using
machine learning based techniques.

As part of a relatively young field of study, the clickbait
detection methods developed so far are not very accurate (less
than 95% accuracy). Another drawback in the field is that
all available datasets used for training and testing different
intelligent classifiers contain exclusively English records. Be-
cause a clickbait link might be present in articles written in
any language, it is of great importance to train and test the
developed methods on more than one language.

Efforts in this sense have been made by the authors of [1].
They developed a Chrome browser plugin that allows users
to report links considered as clickbait. Based on the users’
reports, a multilingual community-driven clickbait database
is being currently built. Authors of [5] continued the work
presented in [1] and developed a method for filling up a
sample database with non-clickbait entries extracted from
users’ navigational paths logged in a proxy server log. Having
both types of samples (either classified as clickbait, either
as non-clickbait) is vital for successful training of different
machine learning algorithms.

In [6], Biyani et al. classified clickbaits into the following
categories (a clickbait may fall into more than one category):

• confusing titles;
• articles containing erroneous information;
• punctuation formatting (overuse of uppercases, question

marks, and exclamation marks);
• details omitting;
• bait and switch (users have to perform an additional click

to get the full content – this is in order not to increase a
variable called bounce rate for the bait website);

• exaggeration;
• reporting of vulgar and unbelievable stories;
• usage of vulgar words.
Authors of the aforementioned study used decision trees to

develop a classification algorithm that takes into consideration
the following attributes: URL, title, similarity between title and
content, use of references, and informality. They obtained an
accuracy of over 74%, the use of references and informality
being the most relevant features. To benefit from users’ curios-
ity gap, content providers often rely on references by making
use of third person pronouns, demonstratives (determiners or
pronouns that point to particular nouns), definite articles or by
using adverbs at the beginning of the title.

Authors of [7] based their research on a browser plugin that
they developed and that automatically detects clickbaits. At the
same time, their plugin offers an option to blacklist such links.
To detect clickbait links, a classification algorithm was imple-
mented. This algorithm takes into consideration only the titles,
uses supervised learning models and 10-fold validation and it
relies on a natural language processor (Stanford NLPCore [8]).
The achieved accuracy was 93%. The used clickbait samples
were taken from publications already known for their thin
content articles, while the non-clickbait samples link to more
than 18000 high-quality Wikinews articles. Among the most
important conclusions study [7] reached are that clickbait titles
use personal or possessives pronouns or causal complements,
and adverbs, while proper nouns are more specific to high-
quality articles. Another conclusion was that non-clickbait and
clickbait articles tend to use verbs in two different ways to
form a proper phrase. High quality articles use participles and
third person, singular, while clickbait articles usually use past
tense verbs in the first and second person.

The study presented in paper [9] proposed a new model for
the detection of clickbait, model based on over two hundred
features. The authors of this study compiled one of the first
clickbait corpuses of almost 3000 Twitter tweets, each of them
manually classified by a human volunteer as being clickbait
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or not. These tweets were gathered from different online
publishers that have a high number of readers such as New
York Times, CNN, BBC News, Fox News or The Guardian.
The proposed model took into consideration three sources
for extracting information: the clickbait link, the metadata
of the publisher’s website, and the bait message itself. Fur-
thermore, the bait message was analyzed from three different
perspectives: dictionary categories (usage of specific words
and expressions), language patterns, and textual statistics. The
best accuracy obtained for a RFC (Random Forest Classifier,
[10]) was 79%, but, as we previously mentioned, the main
problem and disadvantage of the proposed corpus is that
it contains only English language entries, the model being
trained only on these types of records.

Authors of the paper [11] organized a global contest called
Clickbait Challenge, whose main purpose was to draw atten-
tion about this negative phenomenon and at the same time to
find new ways to fight against it. For this contest, they provided
a database containing clickbait and non-clickbait samples and
populated with Twitter tweets. Each sample was annotated in
a regression manner by volunteers: 1 means clickbait, 0.66
quite a clickbait, 0.33 slightly a clickbait and 0 means not a
clickbait at all. This database is still available to researchers
who can submit new solutions and proposals for validation.
The best ranking algorithms in the Clickbait Challenge are
presented in table I.

In [16], the authors analyze some relatively recent major
media and political events such as Brexit referendum and
Trump’s election in the USA from a different perspective. In
both these events, fake news and clickbait were considered as
having a substantial role, paper [16] discussing their charac-
teristics but also their ideological and financial implications.

Article [17] approach is to treat the clickbait problem as
a regression one to predict the intensity of the clickbait.
The dataset used was the one provided by The Clickbait
Challenge, and they are proud to say that their method is the
best compared to The Clickbait Challenge results. Their ap-
proach consists of multiple regression models (Simple Linear
Regression, Ridge Regression, Gradient Boosted Regression,
Random Forest Regression, Adaboost Regression) combined
with word and sentence embedding representations and trans-
former representations. The best approach obtains over 87%
accuracy and a MSE of 0.02.

Paper [14] describes a solution named Zingel of The Click-
bait Challenge, ranked first in 2017. Authors reformulate the
regression clickbait problem as a multiclassification one, based
on the 4-point annotation scale (0 - not clickbait, 0.33 - slightly
clickbait, 0.66 - considerably clickbait, 1 - heavily clickbait).
They used self-attentive neural networks with the hidden states
generated by bidirectional Gated Recurrent Units (biGRU),
which allows the developers to completely train the network
without any manual feature engineering.

Authors of paper [18] propose a clickbait convolutional
neural network (CBCNN) to outperform traditional clickbait
detection methods that require a lot of work for feature
engineering. They apply CBCNN on a pretrained Word2Vec,
also taking into consideration specific features from the articles
analyzed. Word2Vec is a neural network technique used to

convert words into numbers, taking into consideration the
words dynamic and associations [19]. By combining CNN
and Word2Vec, they succeeded in outperforming other five
baselines, considering automatically computed features such
as: word sequence, word meaning, and writing style of each
article.

III. CLICKBAIT DETECTION STRATEGY

In this paper, we advance a method for clickbait detection
that makes use of some artificial intelligent-based classifiers
and relies only on features that are language independent.
Considering this, our method can be trained and applied for
classifying articles whatever the language they are written in.
Authors of [20] followed the same goal, their approach being
based on CNN models (Convolutional Neural Networks) that
use features such as distributed word or character embeddings.
The main steps of our approach will be presented next, de-
scribing each decision taken in our clickbait detection strategy.
At the same time, we evaluate the results of our performed
experiments to compare them with other results from the
literature.

Our clickbait detection strategy is based on a set of decisions
related to the classification model, application of an intelligent
classifier, finding the best algorithm and the best metrics of
accuracy.

If we consider only language-independent features for this
intelligent model, we can easily apply it on other sample
articles in multiple languages or even on articles written in
more than just one language. We need to mention that the
proposed model needs to be trained also on other languages
in order to work in a multilanguage environment.

A diagram of our project methodology can be seen in Fig.
1, where we split our research into eight main steps (colored
in green). The selected features were put into four categories
(presented in orange), while the steps used to extract lexical
features are presented in grey. In the beginning, we analyzed
the features and datasets used in literature, and then we chose
the most relevant dataset for our purpose. Next, we prepro-
cessed the data, excluding records with noise, and then we
extracted language-independent characteristics (orthographic,
grammatical, lexical, and text metrics). Before using the ex-
tracted features within an intelligent classifier, we normalized
the data to fit into the [0,1] interval. The considered intelligent
algorithms (naive Bayes, logistic regression, decision tree,
random forest, and support vector machine) were chosen based
on the best results obtained previously in literature studies. The
final steps were: calibrating the parameters of the intelligent
models and computing the metrics, comparing also our results
with what was obtained before in literature.

We will discuss each of the steps presented in the afore-
mentioned methodology.

Analyzing clickbait literature. By analyzing relevant articles
about clickbait detection, we came to the conclusion that
the most relevant characteristics were extracted from the title
of the article and the post text (the bait message that lures
readers into clicking the link). In quite a few articles, we
came across features selected from the metainformation of the
clicked website [9] and from the targeted web page itself [6].
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TABLE I
THE CLICKBAIT CHALLENGE RANKING

Rank Algorithm Accuracy Precision Relies on
1st “albacore” [12] 85.5% 73.1% a recursive bidirectional neural network of type biGRU [13]
2nd “zingel” [14] 85.6% 71.9% recursive and bidirectional neural networks
3rd “carpetshark” [15] 84.7% 72.8% a support vector machine

Fig. 1. Project’s Methodology

The characteristics that have a high importance score in the
clickbait literature are: N-grams, meaningful group of words,
frequent punctuation patterns, formality measures (fmeasure
[21], LIX and RIX indexes [22], CLScore [23]). Addi-
tionally, the number of proper or common nouns, uppercases,
morphological or syntactic patterns obtained a high accuracy
as well.

Choosing a dataset. We used clickbait and non-clickbait
samples to train and test our chosen intelligent classifiers. The
dataset used was the one provided by The Clickbait Challenge
[24]. The dataset records were taken from news accounts and
well-known media outlets through the Twitter API. The sample
annotation was done by five different volunteers, each of
them completing several questionnaires created on the Amazon
Mechanical Turk Platform (AMT - https://www.mturk.com).
Clickbait is not an objective phenomenon, but rather influenced
by people’s opinions, values, and emotions, as well as their
cultural background as it is presented in [11]. Therefore, the
samples were annotated with four classes: 0 (not clickbait),
0.33 (slightly clickbait), 0.66 (considerably clickbait), and 1.0
(heavily clickbait). Each labeled sample was verified and the
suspicious ones were dropped out, resubmitting the associated
questionnaire in the AMT platform.

The Clickbait Challenge provides three datasets: one unla-
belled and two labelled. We chose to use one of the annotated
datasets that is composed of two files in JSONL format and
an images folder for the tweets that have a picture attached.
The JSONL files have the structure described in Table II.

Eliminate noise from the dataset. Before training and testing
our intelligent approach on the dataset, we want to check if
there are any errors infiltrated into the data. Firstly, we verified
that if the “truthMean” is above 0.5 (the threshold value),
then the “truthClass” should be “clickbait” and “non-clickbait”
otherwise. In addition, we verified if the ”postText” (”the bait
message”) or ”targetTitle” (the title of the analyzed article)
or the ”targetParagraphs” (the content of the news) are not
empty in the record sampled. To obtain relevant results with
our intelligent models, we need to balance our dataset. In other
words, we equalize the number of clickbait and non-clickbait
records as it is presented in Table III. Next, we randomly split
our balanced dataset into 80% training and 20% testing. Both
sets ( training and testing) contain an equal number of samples
per each class.

Engineering language independent features. The used char-
acteristics are extracted only from the article’s title (the
“targetTitle” attribute from the “instances.jsonl” file), from the
teaser message (“postText” attribute) and from the text content
of the article (“targetParagraphs” attribute). The features are
collected using the Stanford NLPCore [25] natural language
processor and different Python’s libraries: textblob, scikit-
learn, and nltk (Natural Language Toolkit). Textblob was used
for counting positive and negative words and metrics such
as subjectivity or polarity [26]. From the scikit-learn library
[27] we used multiple packages such as TfidfVectorizer for
feature extraction and MinMaxScaler for the normalisation
step. The TfidfVectorizer was used to determine N-grams from
text, while the Nltk package was used because of its corpus
that supports multilanguage stopwords [28].

Stanford NLPCore is a machine learning tool helping users
to extract linguistic features from the text. We use it to
parse text into sentences, sentences into words, and to label
words as part of speech tags or syntactic tags. Stanford
NLPCore is available for a large variety of programming
languages, also for Python, our programming language of
choice. Moreover, this intelligent tool has over 53 modules
that can be downloaded and trained with the model to annotate
53 different languages [29]. The base of this labelling tool
is a pretrained neuronal model, on top of whom is added
the language module, containing specific treebanks. Treebanks
(trees resulting from parsed text) compute the syntactic and
morphological structure of the sentences. In our approach, we
focused, first, to identify the language of the sample and then
to use the suitable language module.
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TABLE II
THE CLICKBAIT CHALLENGE DATABASE STRUCTURE [24]

File Attributes Data type Observations

instances.jsonl
Contains the tweet
samples and other
information collected
later prefixed with
“target”

id string
postTimestamp datetime the date on which the post was published

postText string array the text post without any links, meaning the bait message
postMedia string array relative path to the attached photos from the “media” folder
targetTitle string the title of the shared article

targetDescription string article’s description tags
targetKeywords string keywords separated by comma
targetParagraphs string array all paragraphs of the web news
targetCaptions string array all the descriptions of the article’s attached pictures

truth.jsonl Contains
the annotations of the
5 volunteers, the
mean and the output
class

id string
truthJudgments float number array the annotated scores labeled by the 5 volunteers

truthMean float number the arithmetic mean of the five scores from “truthJudgments”
truthMedian float number it represents the middle value of the 5-element array sorted ascending or descending
truthMode 0.0 or 1.0 codified output classes
truthClass string “clickbait” or “non clickbait”, the name of the output class

TABLE III
DATASET DISTRIBUTION

Database No. clickbait No. non clickbait No. deleted samples (“noisy” data or empty fields)
The Clickbait Challenge 5523 16474 8852

Total number of correct samples 2963 10182 -
Number of samples used for detection 2963 2963 -

Training 2370 2370 -
Testing 593 593 -

When annotating morphological and syntactic words or
group of words, we take into consideration the universal part
of speech tags (POS tags) presented in [30].

We chose the features presented in Table IV as being the
most relevant to be included in our classification algorithm.
To classify the extracted characteristics, we split them into
four categories: Grammatical, Orthographic, Text Measures
and Lexical. The grammatical category contains 13 features,
including: number of common/proper nouns, number of nouns
with subject function, adverbs, numerals, personal pronouns,
and demonstrative pronouns. Orthographic category refers to
punctuation, acronyms and usage of uppercase. Therefore,
this category has 19 features such as: different punctuation
patterns, usage of parentheses, usage of question and excla-
mation marks, number of acronyms, no. of uppercases used.
An acronym is considered an upper-cased word with no more
than five characters. The text measures class includes all met-
rics applied on text: formality indexes (LIX, RIX, fmeasure,
CLScore), polarity, subjectivity, no. of positive/negative words,
word count, average word length, average words’ length per
sentence. The last category of features refers to N-grams and
it is not included in Table IV. To compute the lexical features,
we applied the following steps:

• Lowercasing;
• Remove punctuation marks and numbers;
• Tokenization;
• Lemmatisation and Stemming;
• Removing stop words and sparse words;
• Extracting N-grams using TfidfVectorizer provided by

scikit-learn feature extraction package [27].
Fmeasure [21], RIX , LIX indexes [22] and CLScore

[23] were calculated by using the formulas described in
Equation 1, Equation 2, and Equation 3 respectively.

TABLE IV
CHARACTERISTICS

1 Word count (headline);
2 Average words’ length (headline);
3 Finding punctuation patterns (“!?”, “?!”, “...”, “***”, “!!!”, “???”,

“(”, “)”, “$”) (headline);
4 No. of common nouns (headline and “bait” message);
5 No. of proper nouns (headline and “bait” message);
6 No. of common nouns with the syntactical tag of subject

(headline and “bait” message);
7 No. of proper nouns with the syntactical tag of subject

(headline and “bait” message);
8 No. and presence (boolean value) of question marks found in

(headline and “bait” message);
9 No. and presence (boolean value) of exclamation marks found in

(headline and “bait” message);
10 No. of uppercases (headline and “bait” message);
11 Fmeasure (headline);
12 LIX and RIX indexes (headline and “bait” message);
13 CLScore (“bait” message);
14 Presence (boolean value) of demonstratives (headline);
15 Presence (boolean value) of personal pronouns (headline);
16 If title starts with an adverb (boolean value) or with a

numeral (boolean value) (headline);
17 No. of acronyms (headline and “bait” message);
18 Average words’ length per statement (“bait” message);
19 No. of numerals (headline);
20 Polarity and subjectivity (headline, “bait” message and article’s

content);
21 No. of negative, no. of positive words (headline and “bait”

message).

fmeasure =

nounFreq + adjectiveFreq + prepositionFreq + articlesFreq

2
+

−(pronounsFreq + verbsFreq + adversFreq + injectionsFreq) + 100

2
(1)

274 JOURNAL OF COMMUNICATIONS SOFTWARE AND SYSTEMS, VOL. 17, NO. 3, SEPTEMBER 2021



RIX =
LW

S
;LIX =

W

S
+

(100 ∗ LW )

W
, (2)

where W is the total number of words, S is the number of
sentences, and LW is the number of long words (long words
are considered words with more than 7 characters).

CLScore = 5.88 · L− 29.6 · S − 15.8, (3)

where L is the average number of letters per 100 words
and S is the average number of sentences per 100 words.
The coefficients were set according to the authors statistical
experiments and research in order to work with English
language [23].

Normalisation. The normalization process occurs in two
stages: relabelling some of the text measures (LIX and RIX
indexes) as the literature recommends it [6], normalizing all
data to fit into the [0,1] interval. Analyzing our data, we
observed that most features are natural numbers, number of
a specific part of speech, or a syntactical tag. These numbers
do not differ too much between the records, they do not have
out-liners and they have finite values. Some other features are
Boolean values that are easily mapped to 0.0 for the False
value and to 1.0 for True. LIX index computes values for
a five-point readability scale as presented in Table V. These
values are then mapped to natural numbers between 0 and 4.
RIX index is considered more accurate, because its values are
split into thirteen formality levels. These values are mapped
to a set of intervals determined by: 0.2, 0.5, 0.8, 1.3, 1.8, 2.4,
3.0, 3.7, 4.5, 5.3, 6.2, 7.2; as seen in Table VI.

TABLE V
LIX INDEX MAPPING VALUES

Readability level Value Mapped to
very easy 0-24 0

easy 25-34 1
standard 35-44 2
difficult 45-54 3

very difficult >55 4

TABLE VI
RIX INDEX MAPPING VALUES

Value interval Mapped to
<0.2 0

0.2-0.5 1
0.5-0.8 2
0.8-1.3 3
1.3-1.8 4
1.8-2.4 5
2.4-3.0 6
3.0-3.7 7
3.7-4.5 8
4.5-5.3 9
5.3-6.2 10
6.2-7.2 11
>7.2 12

Finally, all data was normalized using a MinMaxScaler, a
normalization tool provided by Python’s sklearn.preprocessing
package before feeding the data into the intelligent classifier
and training it. The MinMaxScaler is normalizing the data

considering the mathematical formula presented in Equation
4.

xscaled =
x−min(x)

max(x)−min(x)
(4)

where x represents a variable vector, a single feature in the
intelligent model.

Intelligent Models. The related work analysis reflects that
the most frequently applied intelligent classification algorithms
are: Convolutional Neural Networks [18], LSTM (Long Short
Term Memory), biGRU networks [14], Gradient Boosted De-
cision Trees [6], Random Forest, Logistic Regression, Naive
Bayes [9] and Support Vector Machine. Considering this
analysis, we chose to use Naive Bayes [9], Logistic Regression
[9], [17], [31], Decision Tree [6], [7], Random Forest [9], [31],
[7], [15], [17] and Support Vector Machine [15], [7].

Random Forest is an intelligent algorithm, made of multiple
decision trees, each of them being built based on a set of
features. The mechanism is called feature bagging and it is
trying to avoid a high correlation between the trees [10].
Random Forest aims to have a low bias, high variance and tries
to solve overfitting through their voting system [32]. In the
present approach, we chose an already implemented algorithm
from Python’s library, sckit-learn [27].

When adjusting parameters for the RandomForestClassifier,
we run multiple tests and we select them as it can be seen
below:
RandomForestClassifier(bootstrap=True, class_weight=’balanced’,

criterion=’entropy’, max_depth=None, max_features=’auto’,
max_leaf_nodes=None, min_impurity_decrease=0.0,
min_impurity_split=None, min_samples_leaf=1,
min_samples_split=2, min_weight_fraction_leaf=0.0,
n_estimators=150, n_jobs=-1, oob_score=True, random_state=0,
verbose=0, warm_start=False)

Table VII contains all parameters used for calibrating the
Random Forest Classifier, their values, a brief description,
and motivation for the value chosen. The final values were
set according to the official documentation [27], [33] and our
empirical observations on the test results.

Logistic regression is one of the simplest and easiest algo-
rithms to be applied for a classification problem. It is based
on the Linear Regression and on the sigmoid function to
better manage outlier values [34]. The formula for Logistic
Regression is represented in Equation 5. In our approach, we
modelled Logistic Regression using Python’s scikit-learn [27]
linear-model package.

p(t) =
1

1 + e−(β0+β1x)
(5)

Naive Bayes is a probabilistic algorithm often used for
classification problems, such as: Spam Mail, Sentiment Anal-
ysis etc. It is based on the Bayes Theorem, where X =
(x0, x1, x2, ..., xn) is a vector representing the input features
and Y is the output label. We want to use X to predict Y
and we start by assuming that X consists of just independent
features [35]. Naive Bayes Classifier is based on the equation
6. Because there are multiple Naive Bayes distributions, we
chose the Gaussian distribution and we used GaussianNB
already implemented in Python [27].

C. I. COSTE et al.: ADVANCES IN CLICKBAIT AND FAKE NEWS DETECTION 275



TABLE VII
PARAMETERS CALIBRATION

Parameter Value Observations
bootstrap True (default) Will split the input samples between trees in the constructing process

class weight ’balanced’ The results proportion are inversely proportional to the class frequency
criterion ’entropy’ The tree construction will be done using information gain

max depth None (default) Allows trees to not have a maximum depth, meaning the leaves will have a single output class
max features ’auto’ (default) Allows the algorithm to automatically adjust the maximum numbers of features used in a split

max leaf nodes None (default) Lower impurity rate when the tree growth process takes place
min impurity decrease 0.0 (default) Represents the minimum degree for impurity decrease when making a split in the tree

min impurity split None There will not be a threshold value to stop the trees’ growth
min samples leaf 1 (default) Represents the dimension of the terminal nodes of the tree
min samples split 2 (default) Implies having at least 2 samples to make a split in the tree

min weight fraction leaf 0.0 (default) The same signification as “min samples leaf”, but represents a percent
n estimators 150 The value was chosen based on several test results

n jobs -1 Refers to the number of CPU cores used in the learning process. Value -1 means that all available
CPU cores will be used

oob score True The algorithm will use cross validation during training
random state 0 Implies using a random instance or a given one in the bootstrap process

verbose 0 (default) Refers to the printed output given when running the classifier
warm start False (default) Set to False means creating new estimators at each run and not adding estimators to a previous instance

of the classifier. We set this property to False such that the tests will give us proper results, not
influencing one another

P (Y ∨X) =
P (Y )

∏
i P (Xi ∨ Y )

P (X)
(6)

Decision Trees are acyclic graphs, undirectly connected.
They have a node called the root and the final nodes, which
do not have any children are annotated as leaves. These
structures are often used for supervised classification problems
where the input is categorical data. Decision trees are flexible
when training with incomplete and noisy data, achieving good
results. They can also be used with continuous input, in this
case the decision nodes will be labeled with an interval of
values [36]. The present approach based its implementation
on the Sklearn package [27] and the parameters we used to
configure the decision tree classifier can be seen below. The
criterion entropy will use information gain to compute the
quality of a tree split.
DecisionTreeClassifier(random_state=0, criterion="entropy")

Support Vector Machine (SVM) is often used for big data
analysis, especially in text analysis. Support Vector Machines
are linear classifiers that identify the separation hyperplane
for the negative and positive class [37]. SVM wants to find a
linear function f(x) = w ·x+b, where w is the weight vector,
such that:

yi =

{
1; if w · xi + b ≥ 0

−1; if w · xi + b < 0
(7)

In the present approach, we used Support Vector Classifier
implemented in the sklearn library with a linear kernel. The
kernel function is the similarity function, which computes the
distance between two points.

IV. RESULTS AND COMPARATIVE ANALYSIS

Metrics. To evaluate the performance of our intelligent
models, we consider the following metrics, which are the same
metrics as those used in The Clickbait Challenge evaluation:
accuracy, precision, recall, F1 score, mean squared error

(MSE) [38] and normalized mean squared error (NMSE) [39].
The results obtained with our algorithms are presented in
Table VIII. These results were calculated as the average of
10 different program executions.

Analysis. Taking into consideration The Clickbait Challenge
results [24] we would be classified: on the second place
according to recall an F1 score; on the third place based
on precision. Considering MSE, we will be the last clickbait
detection approach. We need to mention that the metrics
computed by The Clickbait Challenge are in relation to their
testing set, which is not available to the public. Moreover,
the task addressed during the Clickbait Challenge was just
clickbait detection, without considering any multilanguage
related aspects. We compute our results on a balanced testing
set composed of 593 clickbait samples and 593 non-clickbait
samples.

Even though the datasets used are different and they do
not take into consideration a cross-language environment, we
can compare our approach with [6], which scores a 74.9%
accuracy (75% precision, 76% recall, and 74.9% F1 score)
using a special type of Decision Tree (Gradient Boosted
Decision Trees). Our simple decision tree scores about 62-63%
accuracy (60-63% precision, 60-73% recall, and 60-61% F1
score). The database was labelled by volunteers and it contains
news from: The Post, The New York Times, CBS, Forbes, The
Huffington etc., having in total 1349 clickbaits and 2724 non-
clickbaits.

One of the best clickbait detection solutions is described
in [7], having 93% accuracy (95% precision, 90% recall,
93% F1 score) for a support vector machine. Even though
they score one of the best results in the clickbait literature,
their model does not consider language-independent features,
aspect on which we focused the most. They obtained the
best accuracy for the model using all features, in contrast
we obtained the best accuracy for lexical ones. Still, our best
algorithm is also Support Vector Machine. For the Random
Forest, they obtained (for all features) 92% accuracy (94%
precision, 91% recall, and 89% F1 score), compared to our
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TABLE VIII
RESULTS OBTAINED

Grammatical + Text Measures + Orthographic Lexical Grammatical + Text Measures + Orthographic + Lexical
RF LR NB DT SVM RF LR NB DT SVM RF LR NB DT SVM

Accuracy 70.15% 71.3% 67.51% 62.09% 70.57% Accuracy 70.06% 73.93% 67.27% 63.15% 73.93% Accuracy 71.81% 68.15% 63.18% 62.12% 68.06%
Recall 67.19% 71.41% 73.88% 63.54% 71.14% Recall 79.25% 71.08% 61.44% 73.18% 71.08% Recall 68.45% 73.28% 59.48% 60.09% 77.38%

F1 score 69.67% 71.75% 69.4% 63% 70.1% F1 score 72.58% 73.29% 65.38% 66.51% 73.29% F1 score 70.99% 70.09% 62.01% 60.39% 70.82%
Precision 72.7% 72.41% 65.65% 62.87% 69.38% Precision 66.95% 75.64% 69.86% 60.95% 75.64% Precision 74.2% 67.37% 65.09% 61.09% 62.53%

MSE 0.29 0.28 0.32 0.37 0.29 MSE 0.29 0.26 0.32 0.36 0.26 MSE 0.28 0.31 0.36 0.37 0.31
NMSE 1.24 1.11 1.16 1.45 1.22 NMSE 1.01 1.09 1.47 1.22 1.09 NMSE 1.2 1.12 1.58 1.66 1.07

approach, in which we obtained (for all features) 71.81%
accuracy (74.2% precision, 68.48% recall, 70.99% F1 score).
In terms of Decision Tree, we obtained the best accuracy for
lexical features: 63.15% accuracy (60.95% precision, 73.18%
recall, 66.51% F1 score). Their study has 90% accuracy
(91% precision, 89% recall, 90% F1 score) for Decision
Tree algorithm. Because our model has fewer features, it
is inferior in terms of accuracy metrics when compared to
other literature solutions. However, it relies only on features
we considered to be language independent. Moreover, the
present model uses just TF-IDFs and does not apply any
other methods to automatically extract relevant features from
text such as Word2Vec, GloVe or the BERT model, which
are known to be significantly more accurate. When building
the dataset, the authors used English Wikinews articles for
the non-clickbait records and for the clickbait records they
put volunteers to annotate a selection of news from multiple
media outlets (ViralStories, BuzzFeed, Upworthy, ViralNova
and Scoopwhoop). It is worthy to mention that paper [7]
used some language-dependent text characteristics, such as:
Internet slang, Common bait phases, Hyperbolic terms; and a
specialized dataset - in contrast to our approach that selected
intelligent model’s features having a multilanguage context in
mind.

The solution proposed in [9] obtained an ROC-AUC of 0.79
(precision 76%, recall 76%) for the top 1000 features used
with a Random Forest algorithm. This solution was not de-
veloped to take into consideration a multilingual environment,
compared to our approach which was constructed starting from
a multilingual point of view. Our Random Forest algorithm
performs best for all features: precision 74.2%, recall 68.45%.
The aforementioned paper also tested other algorithms such as:
Logistic Regression and Naive Bayes. The best result obtained
for Logistic Regression is 0.73 ROC-AUC (precision 71% and
recall 65%), while our model performs best for 75.64% pre-
cision and 71% recall (lexical features). Our best solution for
Naive Bayes is 65.65% precision and 73.88% recall resulted
for grammatical, orthographic and text measure features. Naive
Bayes in paper [9] runs best for the top 100 characteristics
with a precision score of 72% and 65% recall (ROC-AUC
0.72). All tests were run on a dataset containing 2992 tweets
manually labelled by three different volunteers. Tweets were
extracted from well-known journalistic publications, such as:
BBC News, New York Times, ABC News, CNN, Fox News,
and so on.

In table IX, we present the most relevant features as
determined by the RFC (Random Forest Classifier) together

TABLE IX
TOP 25 FEATURES’ IMPORTANCE

FOR THE RANDOM FOREST CLASSIFIER

No. Feature Importance
percent (%)

1 No. of proper nouns in postText 7.769
2 Fmeasure headline 6.569
3 Subjectivity content 6.307
4 ClScore posttext 6.178
5 Polarity content 5.845
6 No of proper nouns in headline 5.48
7 Average words number in headline 5.47
8 Average no. words per statement in posttext 4.014
9 No. words in headline 3.883

10 Subjectivity posttext 3.77
11 Polarity headline 3.583
12 No. common nouns in posttext 3.335
13 Subjectivity headline 3.218
14 Polarity posttext 3.206
15 RIX posttext 3.177
16 No. uppercase words in posttext 2.81
17 No of common nouns in headline 2.804
18 No. acronyms in posttext 2.793
19 RIX headline 2.606
20 LIX posttext 2.186
21 No. of uppercase words in headline 2.082
22 No. of acronyms in headline 1.907
23 LIX headline 1.74
24 No. numbers headline 1.15
25 No. positive words in posttext 1.057

with their computed importance. Albeit initially there were
taken into consideration over 52 features, in the end we relied
only on those features that have their importance greater than
1%. As presented in table IX, the most important feature is the
count of proper nouns extracted from the postText attribute of
the tweet. This has been already mentioned previously in the
clickbait scientific literature, [7] also stated that the use of a
small number of proper nouns is a clickbait characteristic. A
clickbait related article is scarce in detail, omitting intention-
ally relevant information about the events, persons, or place
the article is talking about, the presented information being in
general confusing and vague. In contrast, high-quality articles
use a greater number of proper nouns just to assure that the
events are accurately presented. Moreover, the sixth feature is
also related to the number of proper nouns within the title of
the article.

The second and fourth features considering their importance
are CLScore and Fmeasure. These are extracted from the
postText and the headline, respectively, both of them measur-
ing the article’s informality. A previous study [6] also placed
them in the top 10 features suitable for clickbait detection.
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TABLE X
TOP 15 FEATURE RANKING FOR EACH ALGORITHM

Feature Ranking
RF LR DT NB SVM

No. proper nouns in posttext 1 1 14
Fmeasure headline 2 5 1
Subjectivity content 3 1 2 7 1

Clscore posttext 4 3 5
Polarity content 5 5 4 11 6

No of proper nouns in headline 6
Average words number in headline 7 7

Average no. words per statement in posttext 8 10 6 9
No. words in headline 9 8
Subjectivity posttext 10 3 9 3

Polarity headline 11 10 2 14
No. common nouns in posttext 12 11 13

Subjectivity headline 13 13 13 12 15
Polarity posttext 14 15 14 3

RIX posttext 15 6 11
No of ? in headline 2 12 2

Presence of ? in posttest 4 8
Headline starts with adverb 6 7
Headline starts with number 7 9

No. positive words in posttext 8
No. of ? in posttext 9 13

No of common nouns in headline 11 5
No. negative words in headline 12 12

Presence of personal pronouns in headline 14 15
RIX headline 15 4
LIX headline 8 10
LIX posttext 10

No. positive words in posttext 4

The high importance of these features is related to the use of
informal language, vulgar, and slang words. To increase the
reader’s curiosity and to draw more attention to the bait, some-
times publishers overuse an informal or colloquial language.
In contrast, non-clickbait articles use a more formal, rigorous
language, maybe even specialized, to objectively report a series
of events.

Third and fifth features are represented by subjectivity
content and, respectively, by polarity content. Subjectivity and
polarity are important features in clickbait detection because
they measure emotions or how much a news article makes
use of emotions. Traditional news is usually objective, there
are no sentiments transmitted when narrating facts. However,
clickbait and low-quality media articles do use emotion to
engage with the readers, trying to monopolize their views and
opinions. Article [40] states that articles not related to news
are more shared if they are transmitting a positive sentiment
and articles containing news-related topics are shared more if
the predominant sentiment is negative. Either way, emotion
arousal is an important tool to attract online attention and
readers’ clicks.

The seventh feature in our hierarchy considering its impor-
tance is the average word length within the title. Previous stud-
ies have also identified the relevance of this characteristic in
clickbait detection. Paper [7] reveals that in high-quality news
the average word length is 10, while in clickbait headlines its
value is approximately 7. This is a normal consequence of the
fact that, in the case of clickbait articles, the title sometimes
contains simplified words such as abbreviations, acronyms,

or slang. An important observation is that the most relevant
characteristics, the number of proper nouns (postText) and the
CLScore (postText), were extracted from the information that
determines the user’s engagement (i.e. the bait link itself).
The second, sixth, and seventh ones as importance, Fmeasure
(headline), number of proper nouns (headline), and average
word length (headline), were calculated from the bait article’s
title which can be the same as the bait link text, slightly
different, or completely rewritten using different words. More-
over, the content (the target paragraphs) is also important in
respect to the way the article is written in terms of subjectivity
(third feature) and polarity (fifth feature) or the sentiments
transmitted.

Features presented in table IX were grouped together based
on their importance: less important features (importance under
2%), features with medium importance (between 2% and 5%),
and the most relevant features having their importance greater
than 5%. Although a clear decision about classifying a link as
clickbait or not can be taken based on the top most relevant
features, to solve the overfitting problem, features having a
relevance under 2% have also to be taken into consideration.
The relevance of these features could also depend on the
used dataset, even if they have a lower importance in our
experiments, they could have a higher impact if another dataset
is used.

V. CONCLUSIONS AND FUTURE WORK

Through this paper, we presented some new advances in
clickbait and fake news detection using language-independent
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strategies. Additionally, we demonstrated the viability of using
such an approach. The obtained results (71-74% accuracy, 72-
75% precision, 68-71% recall, and 70-73% F1 score) achieved
using Logistic Regression, Support Vector, and Random Forest
Classifier are supportive enough to encourage further investi-
gation in this direction. Our feature importance hierarchy is
confirmed by similar results obtained in the scientific literature.
One of the benefits of our proposed approach is that it allows,
by using only language-independent features, the training of
an intelligent classifier on a dataset containing sample articles
written in more than just one language. To determine the most
relevant features, only universal characteristics were taken
into consideration, a natural language processor being used
to annotate the universal parts of speech tags.

Although the obtained accuracy and precision could be
evaluated as being very good, to maximize them, future work
has to be done. This implies testing the proposed method-
ology with other artificial intelligence algorithms such as:
Neural Networks, K-Nearest Neighbour and experiments with
different types and configuration of neural networks, such
as: Recurrent Neural Networks, bi-GRU, LSTM (Long Short
Term Memory model).

Because of our encouraging results, we want also to evaluate
our proposed technique on a different data set that is currently
being built and populated with clickbait samples provided by
[1] and non-clickbait samples provided by the plugin described
in [41], [42] and [43].

Finally, we intend to implement a browser plugin that will
signal clickbaits found in online media, helping users to have
a better, undeceived online experience.

ACKNOWLEDGMENT

This work was supported by the following research grant:
“Upgrade of the Cloud Infrastructure of the Babeş-Bolyai Uni-
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