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Abstract -  We characterize the Total Generalized Squared 

Correlation (TGSC) for a given signature sequence set used in 
uplink synchronous code division multiple access (S-CDMA) 
when channel state information is known perfectly at both 
transmitter and receiver. We give a definition of the TGSC based 
on the eigenvalues of Gram matrix associated to signature 
sequences set for multipath channels in the presence of the 
colored noise. Total Squared Correlation (TSC) and Total 
Weighted Squared Correlation (TWSC) measures are particular 
cases of TGSC. We present a method for minimizing TGSC 
(TSC, TWSC) in multipath channels and in the presence of the 
colored noise. Numerical results for overloaded synchronous 
CDMA systems are presented in order to support our analysis.  

  Index terms:  total squared correlation (TSC), total weighted 
square correlation (TWSC), Welch Bound Equality (WBE) 
sequences, CDMA codeword optimization and Gram matrix.  
 

I. INTRODUCTION  
 

In code-division multiple access (CDMA) systems with 
perfect power control, the major limitation in performance is 
due to multiple access interference (MAI). This interference is 
the result of the correlation among the users’ signature 
sequences and it can be minimized (or eliminated) by 
designing signature sequence sets with low (or zero) 
correlation values. Much research has been conducted in the 
area of multiuser detection to suppress/cancel/avoid 
interference for a deterministic signature sequence sets [5], 
[14], [17], [26], [27], [28] and references therein. 

Recently, there has been interest in managing interferences 
in a CDMA system from the transmitter side. When channel 
state information (CSI) is available at the transmitter an 
effective transmit power allocation may improve error rate 
performance or increasing the theoretical information capacity 
by decreasing the interferences in the system.  
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      In view of this problem, we define a global quantity that is 
a measure of the total interference in the system, namely Total 
Generalized Squared Correlation (TGSC). Our definition is 
based on normal property of Gram matrix assuming that the 
noise covariance matrix belongs to commuting normal 
matrices class. We provide a stable distributed iterative 
method, which allows for each user simultaneously and 
independent of the others to adjust its signature sequence in 
order to minimize TGSC.  This method is also applicable to 
the case of overloaded CDMA systems when the number of 
users is greater then the processing gain and when it is 
desirable to let some or all users update their signature 
sequence simultaneously. To accomplish this task the base 
station needs to send only once for each user the matrix 
containing the information of all users’ signature sequences in 
the system in presence of the noise.  
    This paper is organized as follows: In Section II we give a 
precise model of the multipath uplink Gaussian vector 
multiple access channels (VMAC) synchronous CDMA 
systems using Sylvester matrices. Based on this model the 
definition of the TGSC criterion is introduced and a 
characterization of joint minimization of bit error rate (BER) 
and TGSC in multipath is presented. In Section III, we derive 
the mathematical background in the context of our vector 
CDMA model. The proposed method of minimizing TGSC is 
given in Section IV and numerical examples are provided in 
Section V to illustrate the theoretical developments in the 
previous sections. Conclusions and future work are presented 
in Section VI. 

 
II. THE MODEL OF MULTIPATH UPLINK SYNCHRONOUS  

CDMA  SYSTEM 
 

We start considering uplink vector multiple access channel 
(VMAC) of a multipath single-cell DS-CDMA system with 
K  independent active users and the processing gain N . In 
the presence of the vector noise process z , the received signal 
in one symbol interval is 

 
1

K
k k k k

k
p x

=
= +∑r H s z  (1) 

where for user k , kp  is the transmitted power, kx  is  the 
random  information symbol with zero mean and variance   

2[ ] 1kE x = . The N K×  users’ matrix 1 2[ , ,..., ,... ]k K=S s s s s  
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has unitary signature sequences ks  as N  dimensional 
columns [8], [9], [14], [19]. The spread symbols for user k  
are passed through the discrete-time channel with the impulse 
response given by the 1N ×  vector 
 
 [ ][1], [2], , [ ],0, ,0 T

k k k k kh h h L=h  (2) 
 
(by T we mean transpose) where kL N<  represent the 
number of paths, assumed to be spaced at the chip duration 

/cT T N= . We also assume a dense multipath profile so the 
received signal has duration of 1kN L+ −  chips, the channel 
delay spread are small compared with the symbol duration 
and, hence neglect ISI. The ( 1)kN L N+ − × channel matrix 

kH  for user k  is 
 

 

[1] 0 0
[2] [1]

[2] 0
[ ] [1]

0 [ ] [2]

0 0 [ ]

k

k k

k

k k kk

k k k

k k

h
h h

h
h L h

h L h

h L

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

H  (3) 

 
Let H  be the generalized multipath channel matrix 

associated with the model given in (1) of the form1 
1 2( , ,..., )Kdiag=H H H H  with the same number of paths 

kL  for each user. The particular case when the multipath 
channel matrix is of the form K=H H  (i.e. in the point to 
point transmission when K  users are co-located and the 
received signals of all users go through the same multipath 
channel matrix) is considered in [24]. For 0 1i N≤ ≤ −  
consider the operation of shifting right the vector (2) by i  
components as described below 
 
 

1

[0,...,0 , [1], [2], , [ ],0, ,0]i T
k k k k k

i N i

D h h h L
− −

=h  (4) 

 
Using (4) the channel matrix kH  given by (3) becomes 
Sylvester matrix of order N  [4] (⊗  is the Kronecker product 
acting element wise and NI  denotes the N N×  identity 
matrix) 

 ( )
[ , ,..., ,..., ]

1 [ ,..., ]

i N
k k k k k

N
N k k

D D D

D D I

=

⎡ ⎤= ⊗⎣ ⎦

H h h h h

h h…
 (5) 

                                                           
1 We shall denote the diagonal matrix whose main diagonal entries are the 
same as those of the matrix A  as ( )diag A  and the diagonal matrix whose 
diagonal entries are formed from vector b  as ( ).diag b  By ( , )diag A B  we 

mean a block structured matrix
0

0
⎛ ⎞

⊕ = ⎜ ⎟
⎝ ⎠

A
A B

B
[29]. 

One can prove that the matrix kH  has the following 
properties: 
 
         II.1) , 1, T

i ji j K∀ ∈ H H  is a banded Toeplitz matrix, 

 II.2) ( )T T
k k k k k ktrace L L= =H H h h ,when 1T

k k =h h , (6) 

         II.3) 1( )T
k k ktrace L−⎡ ⎤ ≥⎣ ⎦H H .  

 
Considering 1 2( , ,..., )Kdiag p p p=P  and 

1 2( , ,..., )T
kx x x=x , then a compact matrix form for the 

model of uplink DS-CDMA system with multipath given by 
(1) can be written as 

 1/ 2= +r HSP x z  (7) 
 

The noise covariance matrix associated to noise vector z  
that contains i.i.d circularly symmetric Gaussian noise 
samples is [ ]TE=Σ zz . In the case of white noise when each 

vector z  has zero mean and the same variance 2σ  then the 

covariance matrix is 2
Kσ=Σ I . Our approach is more general 

than [10] were it is assumed that the power spectral densities 
of thermal noise at all receivers are the same. In the context of 
VMAC, and considering the case of colored noise, we assume 
the covariance matrix Σ  positive definite2 with its 
eigenvalues 2 2 2

1 2( ) ... Neig σ σ σ= ≤ ≤ ≤Σ  as in [13].  
    Given K , N , S  and assuming real signature sequences, 
the sum capacity of S-CDMA channel per degree of freedom 
is given by [5], [13] 

 

 1
2

1 log det( )
2

T
sum NC

N
−≤ +I Σ SPS  (8) 

 
Let the matrix C of the form 1 T

N
−= +C I Σ SPS  and 

multiplying C left by Σ  we obtain 
 

 T= +ΣC Σ SPS  (9) 
 
Consider the determinant of the matrix ΣC ; taking the 

logarithm of both sizes and multiplying by the constant 1
2N

 

we obtain 

 2 2
1 1log det( ) log det( )

2 2
T

sumC
N N

≤ + −Σ SPS Σ  (10) 

 

                                                           
2 In this paper we assume snapshot analysis for model (7).  In N  

dimensional signal space we assume the eigenvalues 2{ | 1,2,..., }i i Nσ =  and 

transmitted powers ,1ip i K≤ ≤  are given and fixed. The matrix  Σ  is 
symmetric and the relationship between diagonal elements and the 
eigenvalues is precisely characterized by the majorization theory [2]. 
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When we focus on the overloaded S-CDMA systems (loading 
factor / 1K Nβ = > ) we need to characterize the effect of the 

number of users K  in the matrix T+Σ SPS  used in (9) and 
(10) which determine sum capacity performance. 

Using the Gram matrix approach introduced in [11], [12], 
[16], and the fact that the matrix TSPS  has the same 
eigenvalues as the matrix 1/ 2 1/ 2P GP , ( ∗=G S S  is the Gram 
matrix associated with signature sequences), we give the 
following 
 
 
 
Definition: Given a transmitted signature sequence set 

1 2[ , ,..., ]K=TS s s s  and the power matrix ( )diag=P p  
defined by (1) then the total generalized square correlation 
(TGSC) of received sequences RS  in multipath and in the 
presence of colored noise z  as in (7) is defined by the 
Frobenius norm of the matrix +1/2 1/2

RP G P Σ  in terms of its 
eigenvalue3 iν  
 

2 2

1
( )

K
iF i

TGSC ν
=

= + = ∑1/2 1/2
R RS P G P Σ  (11) 

 
This definition includes as particular cases: total correlation 

(TC) [16], total squared correlation (TSC) [3], [8], [9], [14] 
and total weighted squared correlation (TWSC) [11], [12], 
[20], [24], [25], [26]. Under some given conditions in the 
system is natural to ask that whether a reduction in TGSC 
always translates into an increase in sum capacity. This 
problem is the subject of many papers [7-9], [14], [15], [21], 
[22], and [24] and in here an iterative stable method of 
reducing TGSC in the presence of multipath and in a 
controllable number of steps is proposed.  The number of 
steps is linear with the dimensionality of signal space. 

In the case of CDMA systems the channel matrix is 
determined by signature sequences. If we assume matched 
filter (MF) receivers i.e., then the received power of user k  
through is receiver filter is  

 ( ) ,
,

k k k k k k k k k k k

k k k k k

p p p
p pα

∗ ∗= = < >

= < >=

s H H s H s H s
s s

 (12) 

 
where ∗  is Hermitian transpose, ,< >  is the inner product, 

1 2[ , ,..., ]K=RS s s s , and kα  is the channel state. These 
channel states can be obtained at the transmitter side by 
feedback from the receiver, or can be estimated at the 
transmitter. In the context of Gaussian VMAC the signal to 
interference ratio for the user k  is  

                                                           
3Note that in this definition the noise matrix becomes positive semidefinite 

with the eigenvalues of the form 2 2 2
1 2( ) [ , ,..., ,0,...,0]N

K N
eig σ σ σ

−

=Σ . 

 
22

1
,

MF k k
k k K

k j j k j
j
j k

p
SIR

p s s

α
γ

σ α
=
≠

= =
+ < >∑

 (13) 

The BER for the thk  user is generally a function of the kγ , 
and thus the BER ( | )b kP e α  for a given channel state kα  
may be expressed as 
 

 ( | ) ( ) ( )b k k k kP e F F pα γ α= =  (14) 
 
where ( )F ⋅  is a function determined by a specific modulation 
schemes. Since the random information symbols are 
independent, the overall BER for a given channel state of 
{ ,1 }k k Kα ≤ ≤  can be calculated as an arithmetic mean of 

( | )b kP e α  

1 2
1 1

1 1( | , ,..., ) ( | ) ( )
K K

b K b k k k
k k

P e P e F p
K K

α α α α α
= =

= =∑ ∑  (15) 

 
We will show that, under Gram matrix approach, where 

1
( )

K
i

i
traceλ

=
= Λ =∑ P  and in the multipath regime, the 

objective of minimizing the overall BER given by (15) and 
the objective of minimizing TGSC criterion in (11) (or 
increasing sum capacity given by (10)) can lead to different 
transmitted power allocation { ,1 }kp k K≤ ≤ . In order to 
prove it, consider the Lagrangian function associated with 
these two objectives of the form 
 

 1 2 1 2
1

( , ,..., ) ( , ,..., ) ( )
K

K K i
i

J p p p f p p p pλ
=

= + −Λ∑  (16) 

 
where 
 

 ( ) ( )1 2
1 1

1 1( , ,..., )
K K

K k k k
i i

f p p p Q Q p
K K

γ β
= =

= =∑ ∑  (17) 

 
in the case of S-CDMA systems [5], 

( 2( ) (1/ 2 ) exp( / 2)
x

Q x t dtπ
∞

= −∫ ) 

and recognizing that  

22

1
/( , )

K
k k k j j k j

j
j k

p s sβ α σ α
=
≠

= + < >∑  

is independent of  transmitted power kp , and 

 2 1
1 2 2

1

1( , ,..., ) log ( )
2

K
k kN k

K i
i

p
f p p p

N N

β
σ =

=

∑
= +∑  (18) 
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in the case of TGSC4  and in the presence of multipath.  
Differentiating (16) with the respect to kp  and setting it to 

zero, we obtain 
 

 ( , ) , 1k kD p k Kβ λ= − ≤ ≤  (19)  
 
The derivative corresponding to BER minimization is defined 

as 1 1( , ) exp( )
22 2

k
BER k k k k

k
D p p

pK
β

β β
π

= − − , that is a 

monotonically increasing function of positive kp , whereas 
for sum capacity maximization the derivative  

2 2 1( , ) ( / 2 ln 2) /( )
sum

K
k k

k
C k k k i

p
D p N

N

β
β β σ =

∑
= +  is a 

monotonically decreasing function of kp .    

The optimal transmitted powers kp∗  should make the 
derivative ( , )k kD pβ become equal for each user as in (19).  
According to the behavior of the derivative ( , )BER k kD pβ  it 
may be effective to allocate more power to the user with 
smaller BER in order to reduce overall BER. On the other 
hand, from the observation on the derivative ( , )

sumC k kD pβ , it 
can be seen that more power should be allocated to the user 
with larger kβ (or to user that experiences minimum 
interference according to (13) as it is also observed in [7], [8], 
[14]. But this is the well-known behavior of the water-filling 
policy that characterizes the maximizing sum capacity [23]. In 
order to compare with the results given in [7-9] the derivation 
of BER depending of TSC and TWSC is derived in the 
Appendix.  

 
 

III. MODIFIED ALTERNANTING PROJECTION METHOD AND 
GRADIENT  FLOW  METHOD 

 
    We will present a unified approach of modified alternating 
projection method and gradient flow [1] method in order to 
minimize (11). Given two vectors [ ] K

i Rλ= ∈λ  and 

[ ] K
ia R= ∈a  such that a  majorizes λ , the Schur theorem 

[2, pp. 218, Theorem B.1] states there exist a Hermitian 
matrix  with eigenvalues λ  and diagonal entries a . Let us 
define two hyper planes in K KR ×  space 
 

 { }1( ) ( ) ( )K KR diag diag×Σ = ∈ =a W W a  (20) 

 

 { }2 ( ) KΣ = ∈TΛ U ΛU U Ο( )  (21) 

                                                           
4 We assumed that the matrices Σ  and 1/ 2 1/ 2P GP are joint diagonalized 

by the same unitary matrix, i.e. they can be written as ∗=Σ UDU  and 
1/ 2 1/ 2 ∗=P GP UKU , where U and K are the eigenvalue matrices.  

where ( )diag λ=Λ and ( )KΟ  is the group of all orthogonal 

matrices in K KR × . Clearly, by Schur theorem, the shortest 
distance between 1( )Σ a and 2 ( )Σ Λ  in the Frobenius norm  
 

 1 2min , ( ), ( )F− ∈Σ ∈ΣW V W a V Λ  (22) 

 
should be zero. Usually alternating projection method is used 
on convex sets. In the context of our method the set 2 ( )Σ Λ  is 
not convex and ( )RTGSC S will converge to a sub optimum 
point.  

In modified alternating projection method the main idea is 
to alternate between 1Σ  and 2Σ  in the following way: From 

any point ( )
1

k ∈ΣW , first we find the point ( )
2

k ∈ΣV  such 

that ( )
2( , )k

F
dist− = Σ(k) (k)W V W . Then we find 

( 1)
1

k+ ∈ΣW  such that 1 ( ) ( )
1( , )k k

F
dist+ − = Σ(k )W V V . 

The distance is also measured in Frobenius norm. Since in 
either step we are minimizing the distance between a point 
and a set, we have 

 

2 2 21 ( 1) 1 ( ) ( )k k k
F F F

+ + +− ≤ − ≤ −(k ) (k ) (k)W V W V W V (23) 

 
The sequence { }( ) ( ),k kW V  will converge to a stationary 

point for problem (22). Because 2 ( )Σ Λ  is not a convex set, a 
stationary point for (22) is not necessarily an intersection 
point of 1Σ  and 2Σ . The rate of convergence of this method 
is linear and might not be very efficient. The above method 
assumed a spectral decomposition of the matrix W . In 
gradient flow method this will not be necessary.  
    We want to solve a problem similar to (22), i.e. finding the 
minimum of the following functional ( )F U  

 
21min ( ) ( ) ( ) , ( )

2 F
F diag diag K= Λ − ∈ΟTU U U a U  (24) 

 
Again the Schur theorem guarantees that there exists a U  
matrix at which ( )F U  vanishes. We need the inner product 
applied to matrices U and V  defined in the Frobenius sense 
 

 
1 1

K K
ij ij

i j
u v

= =
= ∑ ∑U,V  (25) 

 
Taking the Fréchet derivative of ( )F U  defined in (24) 

(acting on arbitrary orthogonal matrix K KR ×∈Q ) and using 
(25) we have 
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' ( ) 2 ( ) ( ), ( )

2 ( ) ( ),

2 ( ) ( ) ,

F diag diag diag

diag diag

diag diag

= −

= −

⎡ ⎤= −⎣ ⎦

T T

T T

T

U Q U ΛU a U ΛQ

U ΛU a U ΛQ

ΛU U ΛU a Q

 (26) 

 
Thus the flow gradient ( )F∇ U  associated to (24) can be 
written as  
 

 ( ) ( ) ( )F diag diag⎡ ⎤∇ = −⎣ ⎦
TU ΛU U ΛU a  (27) 

 
Obviously a necessary condition to have a minimum of (24) at 
a stationary point U  is that the condition 

( ) ( ) 0diag diag⎡ ⎤− =⎣ ⎦
TU ΛU a  holds (the case when 

0=ΛU is trivial). Thus only those matrices = TX U ΛU  (at 

which ( ) ( ) 0diag diag⎡ ⎤− =⎣ ⎦
TU ΛU a ) are the asymptotically 

stable equilibrium points for (24). At a stationary point U  

where ( ) ( ) 0diag diag⎡ ⎤Λ − ≠⎣ ⎦
TU U a  there exists a certain 

direction along which the functional ( )F U  is increasing. The 

corresponding equilibrium point = ΛTX U U  has at least one 
unstable (repelling) direction. A stationary point U  of (22) 
necessarily corresponds to an equilibrium point = ΛTX U U  
of (24) and vice versa. To show the limitation of the method 
used in [8], [14] whose convergence was discussed in [18], it 
is enough to provide an example when 

( ) ( ) 0diag diag⎡ ⎤Λ − ≠⎣ ⎦
TU U a  at certain stationary point; 

such example for TSC is given in Section V, Experiment 1. 
 
 

IV. PROPOSED METHOD 
 

Assume channel matrix H  is known both at transmitter 
and receiver. We minimize TGSC in a multipath channel 
considering a received vector in 1N L+ −  dimensional space 
by controlling the transmitted sequence in N  dimensional 
space. We generalize the results obtained in [20] minimizing 
the Frobenius norm of the matrix +1/2 1/2

RP G P Σ  by 
controlling its eigenvalues. At each step these eigenvalues are 
modified using a majorization constraint starting with the 
maximum eigenvalue. The minimum eigenvalue is always 
kept constant and is modified only in the last step. In this way, 
by the proposed method, the norm of the columns of the 
matrix +1/2 1/2

RP G P Σ  is modified iteratively toward to 
their global optimum values of maximizing (11). The 
proposed method is a generalization of uniform good property 
described in [3] and it achieves the minimization of TGSC in 

2N L+ −  steps. 
The corresponding spreading signatures sequences are 

obtained decentralized at each step by using the algorithm 

given in [24] for uplink multiple cell CDMA systems and it is 
based on the inverse eigenvalue problem. This algorithm 
overcomes the limitation of the previous algorithms based on 
the same idea [6], [13], [26] when they are applied to multiple 
cells S-CDMA systems. When the algorithm proposed in [24] 
is applied to a single cell it has the same complexity as the 
algorithms given in [26]. 
 It is known that so called iterative multiuser water 
filling method [23] achieves in a fully decentralized way the 
global optimum of sum capacity, and this coincide with a 
Nash equilibrium since each user water fills the noise plus 
interference caused by the others. The method given in [23] is 
very robust after the first iteration. The method proposed in 
this paper it is not so robust after the first iteration but it 
controls exactly the number of steps. Both methods perform 
optimization in the space of positive semidefinite matrices and 
do not depend on the initial starting point. However, for a 
large dimensional signal space and a large number of users it 
is desirable to let same or all users updating their sequence 
simultaneously in a finite number of steps. 
      Given a normalized correlation matrix RG  (the initial 
point of recursion) in the presence of colored noise matrix Σ , 
such that the eigenvalues of TGSC are arranged in decreased 

order 1 0i iν ν +≥ ≥ , then 2

1
( )

K
i

i
TGSC ν

=
= ∑RS  and 

1
( )

K
i tot

i
p traceν

=
= +∑ Σ . By Schur theorem for Gram matrix 

RG  we have the following majorization condition satisfied  

 1 2
( 1)

(1,..,1) ( ,..., , 0,...,0 ) ( , ,..., )
1 1 K

K N LK

K K
N L N L

ν ν ν
− + −

+ − + −
≺ ≺    

  (28) 
If matrix RG  is chosen at random, obviously 

2( ) /( 1)TGSC K N L≥ + −TS  holds. Our iterative method for 
minimizing TGSC and obtaining the corresponding WBE 
sequences is reduced to constructing the matrices iW  and iΣ  
given by (32) and it consists in the following steps: 
     1. Input ,K N , 1 2[ ,..., ]Kp p p= ≥ ≥ ≥p  and noise 

densities such that 2 2 2
1 2 1( ) [ ,..., ,0,...,0]N Leig σ σ σ + −= ≤ ≤ ≤Σ   

(in order to check with the work given in [7], [13]). 
Determine the oversized users as in [6]. If there are M  
oversized users use (33). If all users are nonoversized then 
(28) becomes 

2 2 2
1 1 2 2

1 2

( , ,..., )
( ) ( ) ( )

, ,..., ,0,...,0
1 1 1

( , ,..., )

K K

tot tot tot

K

p p p
p trace p trace p trace

N L N L N L

σ σ σ

ν ν ν

+ + +

+ Σ + Σ + Σ⎛ ⎞
⎜ ⎟+ − + − + −⎝ ⎠

≺

≺

≺
  (29) 

2. Given a random weighted Gram matrix W of order 
K K×  and rank N  calculate ( )eig W . Algorithms to 
generate random weighted Gram matrices are well known; see 
for example  “gallery” Higham test matrices, provided in 
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Matlab. Find a permutation matrix Q  such that the matrix 

0
T=W Q WQ  has eigenvalues 0 0 1 2( ) ( , ,..., )Keig λ λ λ= =W Λ . 

Find orthogonal matrix 0U  satisfying 0 0 0 0( )diag= TW U Λ U  
using the Algorithm given in [24]. Assuming that W and Σ  
commute the same procedure is valid for Σ  so we get 

0 0 0 0( )diag= TΣ U σ U  where 
2 2 2

0 0 1 2 1( ) [ , ,..., ,0,..,0]N Leig σ σ σ + −= =σ Σ . 
Let 0 0 0= +ν Λ σ . 

3. For 1 2n N L≤ ≤ + − construct majorization eigenvalues 
sets 
 

 

0 0

0
1 2 1

2 1
( 1)

( ) ( )
,..., ,

1 1

( )
... ,

1
,..., , 0,...,0

tot tot

n

tot
n n

n N L
K N L

p trace p trace
N L N L

p trace
n

N L
ν ν ν

ν ν

+

+ + −
− + −

+ Σ + Σ⎛ ⎞
⎜ ⎟+ − + −⎜ ⎟
⎜ ⎟
⎜ ⎟+ Σ

= + + + −⎜ ⎟
+ −⎜ ⎟

⎜ ⎟
⎜ ⎟
⎜ ⎟⎜ ⎟
⎝ ⎠

ν  (30) 

 
At each step the old set of eigenvalues is replaced by a new 
one using majorization constraint 1n n+ν ν≺ . In the last step 
for 2n N L= + −  we have  

0 0
1

( ) ( )
,..., ,0,...,0

1 1
tot tot

L N
p trace p trace

N L N L+ −
+ Σ + Σ⎛ ⎞= ⎜ ⎟+ − + −⎝ ⎠

ν  (31) 

4. Construct matrices 
 

 0 0 0 0 0( ) ( )T T
i i i i idiag⎡ ⎤+ = + − −⎣ ⎦W Σ U U W Σ U ν ν U  (32) 

 
If there are M  oversized users in system then majorization 
constraint given by (26) becomes  

1 2

2 2 2
1 1 2 2

( 1)1

1 2

( ) ( ) ( )( , , ,..., )
1 1 1

( , ,..., , ,..., , 0,...,0 )

( , ,..., )

K

M M
K N LN L M

K

trace trace tracep p p
N L N L N L

p p pσ σ σ ν ν

ν ν ν
− + −+ − −

+ + +
+ − + − + −

+ + +

Σ Σ Σ

≺

≺

 (33) 

where  

 

2

1
( )

1

K
l l

l M
p

N L M

σ
ν = +

+∑
=

+ − −
 (34) 

 
A oversized user will use alone the signal dimension in signal 
space. 
For 1 1l N L M≤ ≤ + − −  (33) becomes  

2 2 2
1 1 1 2 1

1

( 1)1

( ,..., , ... ( ),

,..., , 0,...,0 )

l
l M M l i i

i

K N LN L M

p p pσ σ ν ν ν σ

ν ν

+
=

− + −+ − −

= + + + + + − +∑μ
 

  (35) 

and  repeat steps 3) and 4). In the last step we have 

 1 1
( 1)1

( ,..., , ,..., , 0,...,0 )L N M
K N LN L M

p p ν ν+ −
− + −+ − −

=μ  (36) 

which is the desired eigenvalue set. 
 

V. NUMRICAL RESULTS 
 
Experiment 1. We start with a numerical example when the 
condition ( ) ( ) 0diag diagΛ − ≠TU U a  is violated. This 
condition is equivalent with the relation [(25), 14] and 
repeated here:  
 

T 2 T 2[( ) ] [( ) ] 0before k k k after kTrace TraceΔ = + − + ≥R s s R xx . 
 

By this numerical example we show that algorithms for 
maximizing sum capacity or minimizing interference 
avoidance [14] are not identically and, in general neither they 
are disjoint. Minimizing the TGSC (TSC or TWSC) does not 
imply, in general, the convergence of the signature set S  to 
the optimal sequences. Vice versa, giving a signature set 
characterizing the CDMA system at a given channel state, 
using a method of convergence of this signature set to optimal 
sequences (possible in a finite number of steps) it is not 
necessarily equivalent with the decreasing of TGSC (TSC or 
TWSC) at each step. Consider 4, 3K N= = . 
     The method of minimizing TSC described in section IV 
requires only 2 steps. Random matrices G  and 0G  are given 
below. It easy to verify that 0( ) ( ) 6.6859TSC TSC= =G G ,  

( ) [0 0.40601.6200 1.9740]eig =G , and  

0( ) [1.9740 1.6200 0.4060 0]eig =G . 
 

1.0000 0.4337 0.2636 0.7438
0.4337 1.0000 0.5732 0.1398
0.2636 0.5732 1.0000 0.4291
0.7438 0.1398 0.4291 1.0000

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥−
⎢ ⎥

−⎣ ⎦

G  

 
After the first iteration we got 1 0( ) 7.0534 ( )TSC TSC= >G G . 
In the last iteration we get  

2( ) 5.333 ( ) 16 / 3.TSC TSC WBE= = =G  
 

0

1.0000 0.0683 0.1140 0.9740
0.0683 1.0000 0.5991 0.0683
0.1140 0.5991 1.0000 0.1140

0.9740 0.0683 0.1140 1.0000

− −⎡ ⎤
⎢ ⎥−⎢ ⎥=
⎢ ⎥−
⎢ ⎥
⎣ ⎦

G  
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It easy to prove that, in general, in order to have 
1 0( ) ( )TSC TSC>G G after the first iteration, it is sufficient 

that 1 2/ [ , ]K N λ λ∉ .  
 
Experiment 2. Consider 8, 5, 2K N L= = =  in order 
comparing with the results given in [7, Fig.1]. The noise 
variances are 

[0.023 0.947 1 1.005 1.010 1.015 0 0 0 0]=σ  

and all users have unitary power. We started with a random 
weighted Gram matrix and after permutation the following 
eigenvalue vector gives the eigenvalues of initial point of 
iterations: 

0 [3.673 2.426 2.316 2.305 2.150 2.130 0 0]=Λ . 

The results are plotted in Fig.1 when we compared the 
proposed method with TSC minimization algorithm suggested 
in [7], [8]. In only 5 steps (updates) the proposed method in 
Section IV produces an optimal spreading signature set that 
reaches the maximum of the sum capacity.  
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Fig.1. Sum capacity maximization in function of number of updates 

necessary for K=8 users  with N=5 signal processing gain, and L=2 

multipath 

The proposed method is convergent and stable for any 
channel realization in contrast with the results of TSC 
minimizing algorithm for Channel B [7, Fig.2]. We also 
compared our method with the algorithm proposed in [8] from 
BER perspective. The results are plotted in Fig.2 where we 
used the results deduced in the Appendix for both procedures. 
The improvements of our methods are substantial for 
minimizing TSC in the range [10.66 12]TSC ∈ . This result 
is expected since from Fig.1, for 12TSC = , by using the 
proposed method the optimal signature set is only a step away 
from the Welch bound [1] while the algorithm proposed in 
[7],[8] requires 11 additional updates. The main advantage of 
the proposed method is relevant in the case of the oversized 
users. Such results are not reported in [7]. Consider the 
following case where the powers of users are 1 29, 7p p= = , 

3 8... 1p p= = =  and the noise variances are the same. There 

are two oversized users and method requires only 3 steps. The 
results are summarized in Table 1. 
 

TABLE I   
8 USERS, 2 OVERSIZED USERS IN 6 DIMENSIONS 

 
Iteration 0 1 2 3 
TGSC(SR) 179.8551 180.5177 180.0418 175.5419 
TSC(SR) 131.0842 130.9981 130.2137 129.0000 

 

 
Fig.2 Bit error probability versus TSC for K=8,N=5, L=2 

Experiment 3. In this experiment we compare the sum 
capacity maximization obtained by the proposed method with 
the sum capacity of parallel Gaussian channels (the maximum 
sum of rates per unit channel at which all the information can 
be transmitted in each of the channels reliably). Considering 
the same data as in Experiment 2, for unitary power we can 
apply water filing for three users. The water level in this 

numerical example is 
3 2

1
.5( ( ) )i

i
trace σ

=
+ ∑P  and the results are 

plotted in Fig.3.  

1 1.5 2 2.5 3 3.5 4 4.5 5
0.026

0.028

0.03

0.032

0.034

0.036

0.038

0.04

Number of Iterations

R
el

at
iv

e 
ca

pa
ci

ty
 to

 w
at

er
fil

lin
g

 
Fig.3 Relative capacity versus water filling method 

It is more relevant in this figure that it is not necessary to 
increase the sum capacity after each step as it was required in 
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previous works [8], [9], [13], [25]. For example, in the first 
three steps the sum capacity is decreasing and after that is 
increasing to its maximum value in the next two steps. 
 

VI. CONCLUSIONS AND FUTURE WORK 
 

     In this paper we have focused on symbol-synchronous 
CDMA systems in the presence of colored noise. The 
extension of our results to the asynchronous situation and 
considering colored noise is interesting and also an important 
open problem. Our current efforts are directed towards 
solving this important open question. The results obtained in 
this paper are valid for one base station.  
    The extension to multiple base stations is a challenging 
task. Using a Gram matrix approach we defined Total 
Generalized Squared Correlation through the eigenvalues on 
weighted Frobenius norm of the received sequences in 
multipath channels and colored noise.  
    Controlling these eigenvalues we provided an iterative 
distributed method for minimizing TGSC (TSC, TWSC) and 
examples are given for oversized and nonoversized users in 
the context of overloaded CDMA systems. 

 
APPENDIX 

 
It is instructive to consider first a S-CDMA system using 

WBE signature sequences and for the sake of simplicity we 
also consider unitary powers. We will derive BER of this 
system and after that the generalization for non-unitary power 
sequences (or generalized WBE sequences) follows.  At the 
transmitter side, the total interference in the system is defined 

as 
2

, 1
,

K
i j

i j
i j

I
=

≠

= < >∑ s s and it is minimized in the case of WBE 

sequences to 

 
22

min
1 1

,
K K

i j
i j
i j

KI K
N= =

≠

= < > = −∑ ∑ s s  (37) 

and the  single interference 
2

1
( ) ,

K
k j

j
j k

I k s s
=
≠

= < >∑  for the 

user k  is minimized to 

 

2

2
min

1
( ) , 1

K
k j

j
j k

K K KNI k
K N=

≠

−
= < > = = −∑ s s  (38) 

 
and it is the same for all users in the system. This is so called 
uniform good property [3]. Note that in general, the values of 
the particular interferences ( )I i  and ( )I j  for different users 

i  and j  are not equal since 
2

,i j< >s s are different 

, 1,..., ,i j K i j∀ = ≠ . However, the expected value of the 
single user interference can be obtained by 

 [ ]

2
,

( )( )
1 ( 1)

K
k j

k j K NE I k
K N K

≠
< >∑

−
= =

− −

s s
 (39) 

 
Considering (37) then the BER for unitary power valued 
WBE sequences (real or complex) is the same for each user 
k  and in the case of overloaded systems is reduced to  

2 1/ 2 2 1/ 2
minˆPr( ) [( ( )) ] [( 1) ]k k

Kx x Q I k Q
N

σ σ− −≠ = + = + −  

  (40) 

Consider now the case when all users have different powers 
and no user is oversized.  The total power in the system is 

1

K
tot i

i
p p

=
= ∑ . The Gram matrix associated has the optimum 

eigenvalue distribution vector given by 

( ,..., ,0,...0)tot tot

K N

p p
N N

−

[11], [20] and (38) becomes: 

 

 
22 2

min
1 1 1

,
K K Ktot

i j i j i
i j i

p
I p p s s p

N= = =
= < > = −∑ ∑ ∑  (41) 

 
In order to obtain BER we want the above expression to be 
expressed in term of TWSC. Let’s consider the following 
majorization relation that characterizes the minimum TWSC 
in this particular case 
 

 ( )1 2, ,..., ( , ,..., , 0,...,0)tot tot tot
K

K N
N

p p p
p p p

N N N
−

≺  (42) 

Multiplying both terms by K  and simplifying by totp  we 
obtain 
 

 1 2, ,..., ( , ,..., , 0,...,0)K

tot tot tot K N
N

Kp Kp Kp K K K
p p p N N N

−

⎛ ⎞
⎜ ⎟
⎝ ⎠

≺  (43) 

which correspond to WBE sequences having uniform good 
property (each column of Gram matrix has the same norm and 
it is associated to the interference of each user). Thus 
 

 
2

2 2
min ( ) tot

k k
p TWSCI k p p
KN K

= − = −  (44) 

 
and it is the same for each user. Using (40) BER becomes: 

 2 2 1/ 2ˆPr( ) ( )k k k
TWSCx x Q p

K
σ −⎡ ⎤≠ = + −⎢ ⎥⎣ ⎦

 (45) 
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